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Space Division Multiple Access (SDMA) systems exploit the spatial diversity of mobile users for the purpose of increasing the quality and capacity of cellular communications systems. SDMA systems exploit spatial diversity through the use of smart antenna arrays at the base stations of cellular systems. This dissertation demonstrates how electromagnetic modeling techniques can be applied to the holistic study of SDMA systems. This research develops a foundation for unifying low-level electromagnetic principles with propagation and system-level concepts in communication system performance. Specifically, computational electromagnetics techniques, including electromagnetic ray tracing and the Method of Moments, are applied to study low-level radio frequency propagation statistics and mutual coupling characteristics as well as high-level SDMA system planning issues. Whenever possible, empirical data, collected
using the smart antenna testbed at the University of Texas at Austin, is used to
guide simulation construction and verify simulation results.

This dissertation demonstrates through field measurements and simulation
how consideration of the mutual coupling in an SDMA system can improve
direction finding and downlink beamforming performance. This study also
illustrates a novel use of computational electromagnetics in the simulation and
prediction of the urban vector channel encountered by SDMA systems.
Specifically, ray tracing is used to examine power-angle profiles, power-delay
profiles, spatial signature angle change, and downlink beamforming in urban
environments. In addition, a new vector autoregressive, Kalman filter-based
approach is used to predict spatial signatures in a time division duplexed SDMA
system. Finally, the tools used in this dissertation culminate in the development
of a system-planning and channel visualization software package for SDMA
systems. This package is used in a novel study of urban vector channel
propagation statistics as well as urban microcell architecture and handoff.
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Chapter 1 – Introduction

1.1 – Motivation

Space Division Multiple Access (SDMA) systems exploit the spatial diversity of mobile users for the purpose of increasing the quality and capacity of cellular communications systems. SDMA systems exploit spatial diversity through the use of smart antenna array systems at the base stations of cellular systems. The communication channel encountered by this array of antennas is referred to as the vector channel.

This dissertation demonstrates how electromagnetic modeling techniques can be applied to the holistic study of SDMA systems. Past studies of SDMA systems generally focused on smart antenna array signal processing algorithm simulation and thus considered the underlying vector channel to be a black box. Similarly, most past studies of adaptive antenna arrays considered the system from a purely electromagnetic perspective independent of application in communications or radar systems. Fundamentally, this work develops a foundation for unifying low-level electromagnetic principles with propagation and system level concepts in communication system performance. Specifically, computational electromagnetics techniques, including electromagnetic ray tracing (ERT) and the Method of Moments (MoM), are used to investigate:

1. Mutual coupling characteristics
2. Radio frequency (RF) propagation statistics
3. SDMA urban microcell system planning issues
Whenever possible, empirical data, collected using the smart antenna testbed at the University of Texas at Austin, is used to guide simulation construction and verify simulation results.

1.2 – DISSERTATION ORGANIZATION

Figure 1.1 illustrates the hierarchy of topics that are studied in this dissertation.

![Research Topic Hierarchy Diagram]

Figure 1.1 – Research Topic Hierarchy

Chapter 2 of this dissertation provides background information on SDMA systems necessary for later chapters. Chapter 3 starts at the bottom topic illustrated in Figure 1.1, antenna array mutual coupling, and describes the measurements and MoM-based simulations conducted in this area. As illustrated by Figure 1.1, Chapter 4 makes use of further MoM and ERT simulations along with field measurements to present a higher-level study of vector channel propagation and prediction. As the highest level of the figure drawing on the developed computational techniques, a system-planning and visualization tool for
SDMA systems is presented in Chapter 5. Chapter 6 concludes the dissertation with a summary of the completed work.
Chapter 2 – Background Information

Designers need to develop methods for increasing system capacity to fulfill the continually increasing demand for wireless services. The need to increase system capacity motivated the advent of multiple access techniques that efficiently distribute limited bandwidth among competing users. Time Division Multiple Access (TDMA) increases system capacity by allowing multiple users to transmit at the same frequency, but in different time slots. Frequency Division Multiple Access (FDMA) systems assign each user their own frequency slot in which they can transmit simultaneously. Code Division Multiple Access (CDMA) increases system capacity through a more abstract method: multiple users are allowed to transmit at the same time and frequency, but are each assigned a unique code through which the information they transmit can be extracted.

Space Division Multiple Access (SDMA), which can theoretically be used in conjunction with any of the other multiple access schemes mentioned above, exploits the spatial diversity of multiple users (possibly transmitting at the same time and frequency) to increase system capacity. In essence, mobile users can be distinguished since they are each transmitting from different locations. The base station makes use of a smart antenna array and, for the purposes of this study; the mobile user has a conventional antenna. Spatial diversity can be exploited in both uplink (mobile user transmitting to base station) and downlink (base station
transmitting to mobile user). Uplink transmission in an SDMA system is illustrated in Figure 2.1.

Figure 2.1 – SDMA System Operation (Uplink)

2.1 – **DIRECTIONAL TRANSMISSION AND RECEPTION**

It is necessary to consider the operation of smart antenna systems from an electromagnetic perspective in order to fully understand the manner in which SDMA systems operate. By definition, a smart antenna is an antenna array that dynamically adapts its radiation pattern to improve some aspect of system performance. A radiation pattern is a plot of transmitted power versus angle during downlink. The overall radiation pattern of a smart antenna system is determined by the relative amplitude and phase of the excitation currents fed to each of the antenna array elements. It is possible to choose these excitation currents such that, far from the array, the overall array radiation pattern is focused
in a desired direction, allowing for directive transmission. By the principle of superposition of electric fields, directional transmission in several directions simultaneously is possible by simply taking a linear combination of the vector of excitation currents used to drive the array. Directional transmission techniques will be discussed in greater detail in Section 2.6. By the principle of reciprocity, directional reception is possible by taking an appropriate linear combination of signals received from each element in the antenna array.

It is important to make the distinction between downlink and uplink smart antenna operation. During downlink, the overall radiation pattern of the array is modified through use of array excitation currents. During uplink, however, the array is operating in a passive mode in which incident electromagnetic signals from mobile users induce currents on the array elements. Signal processing algorithms are applied to these signals to obtain directional uplink information.

The collective directional uplink and downlink capability of smart antenna arrays is referred to as beamforming. During downlink, beamforming techniques can be used to place nulls in the overall array radiation pattern. This allows the antenna array to have active interference suppression when necessary. For example, during the downlink period in an SDMA system with two mobile users, the smart antenna can be used to focus mobile user data to the appropriate user while placing a null in the radiation pattern of the other mobile user. This allows the interference signal seen by one mobile user (i.e. the downlink data intended for the other mobile) to be minimized. This idea is illustrated in Figure 2.2.
2.2 – **SYSTEM BLOCK DIAGRAM**

The basic components of an SDMA system are illustrated in Figure 2.3. During uplink operation, the received signals from the antenna array are first processed by the receive beamformer. This is a purely mathematical operation that uses either a direction of arrival (DOA) algorithm or a spatial signature estimation algorithm.

DOA signal processing algorithms detect how much power is incident upon the array from various directions of arrival. This power versus incident angle graph is referred to as a spatial spectrum. The manner in which the spatial spectrum is generated depends upon which DOA algorithm is being used. The algorithms used in this dissertation are described in greater detail in Section 2.5.
While the spatial spectrum is not a power spectrum in the conventional sense of the term, it yields valuable information that allows the DOAs of the various users to be extracted.

Figure 2.3 – SDMA System Block Diagram

A spatial signature estimation algorithm determines a vector for each mobile user that characterizes the spatial diversity of that mobile user. Spatial signatures are defined in Section 2.4 and algorithms describing their estimation can be found in [1-3]. Once the DOAs or estimated spatial signatures have been associated with the user transmitting the information, the individual signal of each mobile user can be extracted.
The base station also uses the estimated DOA or spatial signature information during downlink for directional transmission. This information is used to excite the individual elements in the antenna array to transmit the modulated signal. How this is done depends upon which downlink beamforming method is in use. The beamforming methods considered in this study are described in Section 2.6.

2.3 – STEERING VECTOR CONCEPT

Assume that there are M elements in the base station antenna array located at \((x_i, y_i), 1 \leq i \leq M\). A steering vector, \(\mathbf{a}(\theta)\), (sometimes called array response vector) can be thought of as the spatial analog of an impulse response in temporal processing. Specifically, it characterizes the relative phase response of each antenna array element to an incident signal with DOA \(\theta\). Equation (2.1) represents the basic form of the theoretical (uncompensated) steering vector and an illustration of this concept is given in Figure 2.4.

\[
\mathbf{a}_v(\theta) = \begin{bmatrix}
\exp(-jk(x_1 \cos \theta + y_1 \sin \theta)) \\
\vdots \\
\exp(-jk(x_M \cos \theta + y_M \sin \theta))
\end{bmatrix}
\]  

(2.1)
k=2π/λ is the wavenumber of the incident electromagnetic radiation. At 1.8 GHz, the signal wavelength is approximately 16.7 cm. An array manifold matrix, A, contains as its columns a collection of steering vectors corresponding to a finite set of angles.

2.4 – VECTOR CHANNEL PROPAGATION MODEL

The Spatial Signature model considers the signal received by the antenna array due to a single user to be a linear combination of the steering vectors of all direct path and multipath components. In the model, the coefficients applied to
each of the steering vectors are dependent upon the relative amplitude and phase of the DOA. The relative amplitude of each steering vector coefficient models the path loss due to reflection and diffraction that a particular multipath DOA encounters when traveling from the mobile user to the base station antenna array. The relative phase of each of the steering vector coefficient models the delay of the DOA due to the different path lengths taken from mobile user to antenna array. The direct path component of this superposition of steering vectors is defined to have relative amplitude of 1 and a relative phase of 0. The signal received at the antenna array by a single mobile user, \( \hat{x}_1(t) \) (in the absence of noise) is:

\[
\hat{x}_1(t) \equiv \alpha_1(t)\hat{a}(\theta_1)s_1(t) + \sum_{i=2}^{N_{M(t)}} \alpha_i(t)\hat{a}(\theta_i)s_i(t) = \hat{a}_1(t)s_1(t)
\] (2.2)

Here, \( \hat{a}(\theta_1)s_1(t) \) is the direct path component and \( \alpha_i(t)\hat{a}(\theta_i)s_i(t) \), \( 2 \leq i \leq N_{M(t)} \), are the multipath components. The \( \alpha_i \) contain the relative amplitude and phase of the \( i \)th signal component with \( \alpha_1=1 \) by definition. \( \hat{a}_1(t) \) is defined to be the spatial signature of mobile user 1; this procedure can be repeated to create spatial signatures for all \( L \) mobile users in the system. With noise in the system, \( \hat{x}_1(t) \), can also be simply written as:

\[
\hat{x}(t) = \hat{a}_1(t)s_1(t) + \hat{n}(t)
\] (2.3)

Representing the output of the antenna array in this way requires a narrowband assumption [4,5] be used. This assumption states that the longest delay of a multipath signal component must be much less than the inverse of the signal bandwidth. Equation (2.2) is not adequate if this assumption does not hold. This is the motivation behind the Spatial Channel Impulse Response Model,
which additionally considers the delay, $\Delta_i$, of the $i^{th}$ signal component if the minimum delay is greater than the inverse signal bandwidth. This method expresses the array output as [5]:

$$
\mathbf{x}(t) = a_i(t)\mathbf{a}(\theta_i)s_i(t - \Delta_i) + \sum_{i=2}^{N_{\text{summ}}} a_i(t)\mathbf{a}(\theta_i)s_i(t - \Delta_i) \quad (2.4)
$$

For vector channel models based upon environmental effects, the paper by Ertel [6] provides a good introduction. Other than the ray tracing approach discussed by Ertel (that will be further seen in Chapter 4), many of the methods discussed in that paper are statistical characterizations of typical cellular communications scenarios.

### 2.5 – UPLINK DIRECTION OF ARRIVAL ALGORITHMS

An important quantity in many array signal processing algorithms is the Spatial Covariance Matrix, $\mathbf{R}$, defined as:

$$
\mathbf{R} = \mathbb{E}(\mathbf{x}(t)\mathbf{x}^H(t)) \quad (2.5)
$$

$\mathbf{x}^H(t)$ indicates the complex conjugate transpose of vector $\mathbf{x}(t)$. In practice, this matrix is estimated using $N$ snapshots of the actual antenna array output (with sampling interval $T$):

$$
\mathbf{R} = \frac{1}{N} \sum_{k=1}^{N} \mathbf{x}(kT)\mathbf{x}^H(kT) \quad (2.6)
$$

An eigenvalue decomposition of $\mathbf{R}$ can be used to find the orthogonal projector onto the estimated noise subspace, $\Pi^\perp$. The equations for the Bartlett and Multiple Signal Classification (MUSIC) spatial spectra can be derived using this information, along with knowledge of the steering vectors of the array.

$$
\mathbf{P}_{\text{BARTLETT}}(\theta) = \frac{\mathbf{a}^H(\theta)\mathbf{R}\mathbf{a}(\theta)}{\mathbf{a}^H(\theta)\mathbf{a}(\theta)} \quad (2.7)
$$
For a survey of DOA algorithms and their derivation, refer to Krim [4].

2.6 – Downlink Beamforming Algorithms

DOA information, gathered during uplink, is used by a downlink beamforming algorithm to efficiently transmit information from the base station to the mobile user. Each downlink beamforming method has its own technique for how best to accomplish this efficient transmission [7-9]. Each algorithm determines a weight vector, $\mathbf{w}$, that is a function of either the mobile user DOAs or spatial signatures estimated during uplink. This function reflects the strategy used for the placement of directional peaks and nulls.

2.6.1 Dominant DOA Method

The Dominant DOA (DomDOA) method is the most intuitive of the downlink beamforming methods. In principle, for a given mobile user, it takes the angle at which there is the greatest received power during uplink and focuses all transmitted energy in that direction. This concept is illustrated in Figure 2.5.
The arrows above represent various paths that transmitted energy can take from the base station to each of the mobile users (and vice versa). The highlighted arrow illustrates the DOA that would be identified by the DomDOA method to transmit to mobile user 1. The downlink weight chosen is simply the steering vector corresponding to angle, \( \theta_{\text{Dom}} = \arg \max_\theta P(\theta) \), the angle corresponding to the maximum uplink spatial spectrum value.

\[
\tilde{w}_{\text{DomDOA}} = \tilde{\mathbf{a}}(\theta_{\text{Dom}}) 
\]  

**2.6.2 Pseudoinverse DOA Downlink Beamforming Method**

The Pseudoinverse DOA (PseDOA) method is conceptually similar to the DomDOA method. In addition to transmitting in the direction of the strongest DOA of the desired user, the PseDOA method places nulls in the array radiation
pattern at both the non-dominant DOAs of the desired user and all the DOAs of any other mobile users. Instead of trying to maximize signal power alone, signal power is maximized while minimizing interference power seen by other mobile users. This concept is illustrated in Figure 2.6.

The dashed lines indicate the non-dominant DOA of the mobile user 1 and all DOAs of mobile user 2 which are nulled by the transmitting base station. The non-dashed line indicates the direction in which transmission is focused just as in the DomDOA method. To illustrate how the weight is constructed using the PseDOA method, we first construct the matrix with the following partitions as shown in equation (2.10), and then apply equation (2.11):

$$X = \begin{bmatrix} \tilde{a}(\theta_{\text{DOM}}) & \hat{A}_1 & A_2 \end{bmatrix}$$  \hspace{1cm} (2.10)
\[ \hat{w}_{\text{PseDOA}} = \text{row}(\text{pinv}(X), 1)^\text{H} \]  

\[ \bar{a}(\theta_{\text{DOM}}) \] is the steering column vector of the dominant DOA of user 1 and \( \hat{A}_2 \) is the array manifold matrix of mobile user 2. \( \hat{A}_1 \) is the array manifold matrix of mobile user 1 with the column corresponding to the dominant DOA of user 1 eliminated. The resulting weight vector is orthogonal to the non-dominant DOAs of mobile user 1 and all DOAs of mobile user 2.

2.6.3 Spatial Signature Downlink Beamforming Method

The Spatial Signature (SS) method uses the spatial signature of mobile user 1 alone when constructing the downlink weight vector. Since the representation of spatial signature encapsulates the relative magnitude and phase of energy coming from different directions during uplink, this information is similarly applied during downlink using this method. Figure 2.7 illustrates this concept.

![Figure 2.7 – Spatial Signature Method Illustration](image-url)
The dark lines illustrate the directions in which the beam will be steered by the base station. The equation for the weight vector in the SS method is simply the spatial signature of the desired mobile user.

\[ \mathbf{\hat{w}}_{\text{SS}} = \mathbf{\hat{a}}_1 \]  

(2.12)

2.6.4 Pseudoinverse Spatial Signature Downlink Beamforming Method

The final downlink beamforming method considered in this dissertation is the Pseudoinverse Spatial Signature (PseSS) method. In this method nulls are inserted at the DOAs corresponding to the spatial signature of the other mobile users in the system. Figure 2.8 illustrates this concept.

![Figure 2.8 – Pseudoinverse Spatial Signature Method Illustration](image)

The idea behind this method for transmission to mobile user 1 is that the beam is steered according to the spatial signature of user 1 (dark lines in above figure) while placing nulls according to the spatial signature of user 2 (dashed
The weights for this method are calculated similarly to the PseDOA method:

\[
X = \begin{bmatrix}
\tilde{\mathbf{a}}_1 \\
\tilde{\mathbf{a}}_2
\end{bmatrix}
\]  \hspace{1cm} (2.13)

\[
\mathbf{w}_{\text{PseSS}} = \{\text{row}(\text{pinv}(X),1)\}^H
\]  \hspace{1cm} (2.14)
Chapter 3 – Antenna Array Mutual Coupling

3.1 – Background Information

As discussed in Chapter 2, an SDMA base station determines the incoming DOAs of the mobile users that it serves. These DOA algorithms directly use knowledge of the array steering vector to generate a spatial spectrum that intuitively gives signal power as a function of direction. A simple approach to this DOA estimation is to assume the ideal steering vector given in equation (2.1). This ideal steering vector is a function of array geometry and incident angle that does not take into account mutual coupling effects. Specifically, equation (2.1) does not take into account the scattering (or retransmission) of signal energy from each antenna element to the others. This concept is illustrated in Figure 3.1 below:

Figure 3.1 – Illustration of Mutual Antenna Array Element Coupling
It has become clear to the smart antenna community that the actual response of the antenna array can deviate significantly from the assumed and simplistic model due to electromagnetic coupling among the antenna elements as well as scattering from the antenna tower and nearby structures [10]. Most studies of mutual coupling in antenna arrays can be best characterized as array calibration methods [10-14]. These methods are generally derived using parametric antenna array models that do not directly consider the underlying electromagnetic principles. A costly alternative to these methods involves determining the actual array response using field measurements.

The same problem can also be approached from a fundamental electromagnetics perspective [15-19]. In this dissertation, this approach is applied to uniform circular arrays to demonstrate in field measurements the effects of mutual coupling compensation. In this mutual coupling compensation technique, the Method of Moments [20] (MoM) is used to compute an array response that compensates for mutual coupling. The study will then examine uplink DOA algorithm performance in field measurements for scenarios involving up to two co-channel mobile users. The study will also consider compensation in downlink beamforming scenarios and thus determine the applicability of the technique.

A distortion matrix, C, is used to encapsulate the effect of mutual coupling as well as the amplitude and phase distortions caused by imperfect antenna array elements. This matrix, which can be estimated from measurement data [10-14], is
applied to the equation of the theoretical steering vector form of equation (2.1) to develop a steering vector that takes mutual coupling and unknown sensor gains and phases into account.

\[ \tilde{a}_c(\theta) = C(\theta)\tilde{a}_u(\theta) \]  

(3.1)

In the literature, to simplify the problem, the distortion matrix is generally considered to be independent of angle. The validity of this assumption will be considered by this study. Array calibration methods attempt to estimate the matrix C algorithmically off-line [11,12], on-line [13,21], or specifically measure \( \tilde{a}_c(\theta) \) using field measurements. However, one of the main problems in estimating the distortion matrix is that it is hard to separate coupling, gain, and phase issues from environmental factors such as tower platform effects and other scatterers located close to the array [18].

Section 3.2 discusses the specific approach used to compensate for mutual coupling effects and describes the procedure used to test and simulate the performance of this technique. Section 3.3 presents the results of this mutual coupling study, by first illustrating through field measurements the benefit of compensation in direction finding applications. Next, this section shows how this increased direction finding capability translates to increased downlink beamforming performance by considering the methods described in Chapter 2.
3.2 – Method of Moments Approach

Fundamentally, the MoM represents the induced current on an object in terms of a given basis function and enforces Maxwell’s boundary conditions at a finite number of points on the object being modeled [20]. Thus, in the MoM, each antenna array element is represented as a wire of finite thickness divided up into segments. At the heart of the MoM is the calculation of a system impedance matrix $Z_{QQ}$ giving the coupling between segment $i$ and $j$ in the antenna array model ($1 \leq i,j \leq Q$) where $Q$ is the total number of wire segments in the model. The value of $Q$ needs to be chosen to be large enough so that the obtained current solution on each of the antenna elements converge to a fixed function. In general, the higher the number of segments, the greater the validity and resolution of the answer (at the expense of greater computational effort). A detailed formulation of the modeling of an antenna array using the MoM can be found in the work of Pasala [16] and Adve [19].

The approach in this study of mutual coupling compensation is to develop an estimate for the actual array response $\tilde{a}_c(\theta)$, given an arbitrary geometry antenna array, via MoM code. The initial approach to MoM simulations was to develop a MoM code that specifically studied the role of mutual coupling in antenna arrays. This tool included a flag that allowed the inclusion of mutual coupling to be toggled. Thus, the transmission radiation pattern of the antenna array could be visualized for the cases when mutual coupling was present and when it was not. However, this initial approach suffers from two problems. The first is that the MoM code only included support for the most elementary basis
function and as a result had very strict convergence issues. This lack of convergence unfortunately manifested itself as large sidelobes in the radiation pattern of the antenna array, causing a great deal of confusion given the results being observed with the code. The second problem was that the code had yet to undergo any kind of validation process with real world measurements.

To address these issues, the MoM code used in this study is NEC (Numerical Electromagnetics Code), which was originally developed at the Lawrence Livermore Laboratory [22] to perform MoM analysis to model the interaction between electromagnetic fields and wire segments. A wire segment model of an arbitrary geometry antenna array can be specified in an input file to NEC. NEC results are well accepted in the literature and versions of NEC are freely distributed on the World Wide Web.

A 7 element circular array was used in simulations and measurements in this study. The simulated antenna elements are each coaxial dipole elements containing four collinear $\lambda/2$ dipole antennas (illustrated in Figure 3.2) with an operating frequency of 1.88 GHz. Each of the dipole elements is represented as a wire divided up into segments for MoM analysis. Lump loading is used to model the isolation between the dipole antennas and the load impedance of the array elements.
Two types of mutual coupling compensation using MoM were considered in this chapter. In the first type of compensation, MoM calculations were used to determine the true steering vectors in the azimuth plane perpendicular to the axis of the array elements. The complete array manifold is then used when performing uplink DOA analysis. In the second compensation technique, based upon [10-
the steering vectors at only a few angles are computed, and equation (3.1) is solved for the distortion matrix (assuming angular independence) using pseudoinverse of matrix $A_{\text{theo}}$:

$$ C = A_{\text{true}} A_{\text{theo}}^H (A_{\text{theo}} A_{\text{theo}}^H)^{-1} $$

(3.2)

where the columns of $A_{\text{true}}$ and $A_{\text{theo}}$ are the MoM determined (compensated) steering vectors and the theoretical (uncompensated) steering vectors respectively, corresponding to a particular set of angles. This distortion matrix is then applied using equation (3.1) to determine compensated steering vectors. Field measurement comparison of the results of these two types of compensation allow the assumption of angular independence of the distortion matrix to be examined.

Measurement data was collected using the smart antenna testbed at the University of Texas at Austin. It is this hardware system that was reported in the past [23] to produce a “rebounce” effect that seemed indicative of strong mutual coupling effects. However, this claim was never specifically studied until addressed by this research. The smart antenna testbed was mounted in a van supplied by the Electrical Engineering Research Laboratory at Pickle Research Campus. This van has a deployable antenna support structure that was used to raise the mounted UCA that corresponds to the same array simulated in NEC.

Data collection was performed outdoors on an open field in the Pickle Research Campus at the University of Texas at Austin. The antenna array was deployed approximately 20 meters off the ground at the center of the site chosen to minimize the amount of signal multipath. There were two signal generators
used to represent mobile users transmitting to the smart antenna base station. The first signal generator was held stationary. The second signal generator was moved to five distinct angles at approximately the same distance and the same transmission power as the first signal generator. Data was then collected using the smart antenna testbed and uplink spatial spectra were considered for each generator transmitting individually and both generators transmitting together. The position of each of the signal generator locations is listed in Table 3.1. These positions were measured using the average of the angles indicated using the compensated and uncompensated uplink spatial spectra of the signal generator transmitting alone.

<table>
<thead>
<tr>
<th>Position</th>
<th>Angular Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary User</td>
<td>29°</td>
</tr>
<tr>
<td>Position 1</td>
<td>42°</td>
</tr>
<tr>
<td>Position 2</td>
<td>48°</td>
</tr>
<tr>
<td>Position 3</td>
<td>65°</td>
</tr>
<tr>
<td>Position 4</td>
<td>78°</td>
</tr>
<tr>
<td>Position 5</td>
<td>97°</td>
</tr>
</tbody>
</table>

Table 3.1 – Signal Generator Positions

3.3 – Results

In Section 3.3.1, the effects of mutual coupling will be directly demonstrated through consideration of the radiation pattern of a single antenna array element. Section 3.3.2 will quantify the difference between the simulated and theoretical array response vectors. Sections 3.3.3 shows through field measurements how uplink DOA algorithm performance is improved through
mutual coupling compensation. Section 3.3.4 shows simulations illustrating how this improved direction finding capability translates to downlink beamforming algorithm performance.

3.3.1 – Active Element Pattern

Figure 3.3 shows the effect of mutual coupling on the azimuth radiation pattern (i.e. in the plane perpendicular to the axis of the antenna array elements) of a single antenna array element. This graph shows the radiation pattern of a single antenna array element in the presence of the other elements in the array. Without mutual coupling, this pattern will be omni-directional for all antenna array elements in the array. For the other elements of the circular array, the pattern will be a rotated version of the pattern shown in Figure 3.3(B). Further consideration of the pattern shown in Figure 3.3(B) shows that the directions in which the pattern is attenuated corresponds to the locations of the other array elements. Study of similar patterns in other array geometries suggest that this qualitative result can be applied to arbitrary geometry antenna arrays. This is an intuitive result since mutual coupling results from the scattering of signal energy by the other elements in the array.
Figure 3.3 – Active Element Pattern – (A) Without Mutual Coupling Effects and (B) With Mutual Coupling Effects
3.3.2 – Relative Angle Change

Next, consider the difference between the ideal (from equation (2.1)) and compensated (from NEC simulations) array steering vectors. Relative angle change (RAC) measures the difference between theoretical and compensated array vectors. For a compensated steering vector, \( \mathbf{a}_C \), and an uncompensated steering vector, \( \mathbf{a}_U \), this metric can be written as:

\[
\text{RAC}(\%) = 100 \times \sqrt{1 - \left| \frac{\mathbf{a}_C \cdot \mathbf{a}_U}{\|\mathbf{a}_C\| \|\mathbf{a}_U\|} \right|^2}
\]

This metric has been used in simulations and measurements \([9,24]\) to provide a measure of the difference between spatial signatures. It is used in this study to quantify the difference between compensated and uncompensated steering vectors, and is shown in Figure 3.4. This graph shows that there is an appreciable difference between the compensated and uncompensated steering vectors and further shows that the magnitude of this difference is a function of angle. Also note that the number of local maxima and the number of local minima is the same as the number of antenna array elements. The angles of the local minima correspond to the angles of the elements in the uniform circular array. This implies that compensation will have less effect at DOAs matching the locations of array elements. It also implies that the effect of scattering from one element to another is minimized when the DOA matches the array element angle.
Figure 3.4 – Compensated vs. Theoretical Steering Vector RAC

3.3.3 – Uplink Direction of Arrival Algorithms

Figure 3.5 shows the spatial spectra generated using uncompensated and compensated steering vectors for measurement data due to a single mobile user (referred to as “Stationary User” in Table 3.1). In this figure, we consider the application of the full array manifold calculated using the MoM. Figure 3.5(A) contains Bartlett DOA algorithm output and Figure 3.5(B) contains the MUSIC spatial spectrum. These spatial spectra show that while the effect on the detected DOA is minimal for both uncompensated and compensated results, sidelobe levels are significantly reduced through use of mutual coupling compensation. Specifically, Figure 3.5(B) shows the typical (for all tested cases) sidelobe
reduction of approximately 3 dB. While compensation has little effect on the main lobe of the Bartlett spatial spectra in Figure 3.5(A), the effect is more pronounced on the MUSIC spatial spectra in Figure 3.5(B).

Figure 3.5 – Experimental Data Stationary User Spatial Spectra – (A) Bartlett DOA Algorithm (B) MUSIC DOA Algorithm
Figure 3.6 shows the same results as Figure 3.5 for a different mobile user. Specifically, it represents the Bartlett and MUSIC DOA algorithm output given the full NEC calculated array manifold for a single mobile user (referred to as “Position 1” in Table 3.1). Again, this figure shows that mutual coupling compensation has a greater effect on the main lobe of MUSIC spatial spectrum output shown in Figure 3.6(B) compared with the effect on the main lobe of the Bartlett spatial spectrum shown in Figure 3.6(A). Both spatial spectra in Figure 3.6 show a reduction in unwanted sidelobe levels. The increased direction finding capabilities of the MUSIC method is realized through greater consideration of the underlying array model and is thus more vulnerable to model errors.
Figure 3.6 – Experimental Data Mobile Position 1 Spatial Spectra - (A) Bartlett DOA Algorithm (B) MUSIC DOA Algorithm
Figure 3.7 shows the uncompensated and compensated MUSIC spatial spectra for a situation in which there was two mobile users ("Stationary User" and "Position 5" in Table 3.1) transmitting simultaneously. This figure again illustrates the previous results of significant sidelobe reduction along with sharpening of the lobes corresponding to mobile users. Specifically, note that the DOA of the stationary user is made much more prominent compared to the sidelobes due to compensation. These sidelobes could be mistaken for either another mobile user or multipath signal energy – either of which has adverse consequences for downlink beamforming methods such as the PseDOA method. In general for all tested cases (single and multiple user scenarios), mutual coupling compensation increased lobes in the spatial spectra corresponding to desired users’ DOAs and decreased all other sidelobes.

Figure 3.7 – Experimental Data Multiuser MUSIC Spatial Spectra – Stationary User & Mobile Position 5
Figure 3.8 shows the effect of assuming the distortion matrix is independent of angle using the same spatial spectrum considered in Figure 3.5(B). For all of the results in this study not including those of Figure 3.8, the compensation technique involved using the entire array manifold computed through NEC. In Figure 3.8, this technique is referred to as the “Look-up Table” approach. The other tested compensation technique is to compute the distortion matrix (assuming angular independence) using equation (3.2) with a relatively small number (12) of MoM-generated and theoretical steering vectors. The angular independence of the C matrix is a generally a good assumption. Results show that making use of the assumption yields a performance increase over theoretical steering vector use. The very slight performance increase of using the MoM-generated manifold instead of the C-matrix calculation comes at the cost of requiring more storage.
3.3.4 – Downlink Signal to Interference Ratio

The MoM model for the antenna array was used to determine the effect that mutual coupling compensation has on downlink beamforming. The uplink spatial spectra from measurement data for all of the tested cases were used to compute downlink beamforming weights for scenarios involving the Stationary User (User 1) and the mobile user at each of 5 different tested positions (User 2). Figure 3.9 shows the resulting simulated radiation pattern from using each of the four downlink beamforming methods described in Chapter 2.6. Figure 3.9(A) shows the downlink radiation patterns for the Stationary User and Figure 3.9(B)
shows the patterns for the mobile user at Position 4. This figure shows, for the DOA based methods DomDOA and PseDOA, the effects of using compensated and uncompensated steering vectors. As seen in the top pattern of Figures 3.9(A) and (B), use of compensated steering vectors does not significantly improve the performance of the DomDOA method. Specifically, both of these patterns show that the main lobes of the uncompensated and compensated DomDOA method are practically the same. Furthermore, both patterns show similar performance to that of the SS method. However, the bottom pattern of Figures 3.9(A) and (B) shows that there is significant improvement in the performance of PseDOA method when using compensated steering vectors. These patterns clearly show an improved main lobe when using the compensated PseDOA method instead of the uncompensated PseDOA method. In addition, these patterns show that use of compensation allows the PseDOA method to work comparably to the PseSS method.
Figure 3.9 – Downlink Beamforming Radiation Patterns for (A) Stationary User and (B) User at Position 4
Table 3.2 – Compensated PseDOA Method Improvement between Stationary User (User 1) and User 2 (at each of 5 tested positions)

<table>
<thead>
<tr>
<th>Trial</th>
<th>User 1 Benefit over Uncomp PseDOA Method (dB)</th>
<th>User 1 Benefit over PseSS Method (dB)</th>
<th>User 2 Benefit over Uncomp PseDOA Method (dB)</th>
<th>User 2 Benefit over PseSS Method (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.93</td>
<td>0.17</td>
<td>-0.82</td>
<td>0.76</td>
</tr>
<tr>
<td>2</td>
<td>4.48</td>
<td>0.22</td>
<td>4.71</td>
<td>1.08</td>
</tr>
<tr>
<td>3</td>
<td>2.73</td>
<td>0.46</td>
<td>0.65</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>3.06</td>
<td>0.29</td>
<td>3.60</td>
<td>0.71</td>
</tr>
<tr>
<td>5</td>
<td>3.33</td>
<td>-0.12</td>
<td>25.67</td>
<td>-0.74</td>
</tr>
</tbody>
</table>

To quantify the results illustrated by Figure 3.9, Table 3.2 shows the gain in signal power for each mobile user that is realized through use of the compensated PseDOA method over the uncompensated PseDOA method and the PseSS method. Signal power is determined by the value of the radiation plot at the known DOA of the desired user. As seen in this table, the use of compensated steering vectors instead of uncompensated vectors in the PseDOA method (Column 1 for User 1 and Column 3 for User 2) nearly always significantly improves transmitted signal power. Furthermore, this table shows that use of compensated steering vectors allows the PseDOA method to work just as well as the PseSS method (Column 2 for User 1 and Column 4 for User 2), which is normally not true [8].

Table 3.3 shows the improvement in SIR for the two mobile users using the compensated PseDOA method over the uncompensated PseDOA method. In this table, signal power is determined as before and interference power for one mobile user is determined by the value at that user’s DOA on the other user’s
radiation plot. This table shows that use of compensated steering vectors instead of uncompensated vectors often significantly improves SIR (Column 1 versus Column 2 for User 1 and Column 3 versus Column 4 for User 2). The results in this table also show that SIR performance is more stable as a function of user position when using compensated steering vectors (Column 1 for User 1 and Column 3 for User 2). This result has beneficial implications for the minimization of cellular call dropping because more stable SIR performance will reduce the number of unnecessary handoffs from one base station to another.

<table>
<thead>
<tr>
<th>Trial</th>
<th>User 1 Comp SIR (dB)</th>
<th>User 1 Uncomp SIR (dB)</th>
<th>User 2 Comp SIR (dB)</th>
<th>User 2 Uncomp SIR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.68</td>
<td>23.70</td>
<td>22.39</td>
<td>25.16</td>
</tr>
<tr>
<td>2</td>
<td>21.59</td>
<td>14.45</td>
<td>23.19</td>
<td>23.62</td>
</tr>
<tr>
<td>3</td>
<td>22.59</td>
<td>26.57</td>
<td>23.38</td>
<td>22.86</td>
</tr>
<tr>
<td>4</td>
<td>21.38</td>
<td>16.36</td>
<td>23.93</td>
<td>12.36</td>
</tr>
<tr>
<td>5</td>
<td>23.98</td>
<td>14.15</td>
<td>22.51</td>
<td>-10.48</td>
</tr>
</tbody>
</table>

Mean: 21.84 19.05 23.08 14.70

Variance: 2.02 26.12 0.33 179.01

Table 3.3 – PseDOA Method SIR Improvement between Uncompensated and Compensated Calculations

### 3.4 - Summary

In this chapter, the benefit of mutual coupling compensation was examined during uplink DOA estimation and during downlink beamforming. Results from field measurements allow several comments regarding mutual coupling compensation. It has been shown through the use of MoM calculations that steering vectors taking into account mutual coupling differ significantly, in
terms of relative angle change, from theoretical steering vectors. By using more accurate steering vectors, we observed the expected performance improvement. The performance improvement in terms of direction finding comes from reduced sidelobe levels, which allows for easier distinction of signal sources. The DOA performance increase also translates into improved downlink SIR performance, allowing a DOA-based downlink beamforming method (Pseudoinverse DOA method) to work comparably to spatial signature based methods.

While the smart antenna community has recognized the existence of mutual coupling, there has been little work considering the quantitative effects of coupling over a wide range of communications topics. The contribution of this dissertation is the demonstration, through field measurements, of the benefits of antenna array moment-method mutual coupling compensation. The novel aspect of this research is the demonstration of the implications of mutual coupling compensation at a higher level in communications system performance. Specifically, the role of mutual coupling in direction-finding and downlink beamforming was studied in depth. The work is also significant because it showed how off-line calculations using basic electromagnetic computations could lead to significant improvements in smart antenna system performance.
Chapter 4 – Vector Channel Propagation

4.1 – BACKGROUND INFORMATION

Characterizing the performance of SDMA systems is a relatively new area of study. There are many more factors that can be examined instead of strictly considering bit error rate as a function of signal to noise ratio. Study of nearly all of these additional system performance parameters benefits from consideration of the underlying electromagnetics. In particular, characterization of the vector channel encountered by SDMA systems is of great importance.

Winters [25] identifies three main limiting factors to communications system performance. These are:

- Multipath fading
- Delay spread
- Co-channel interference

Multipath fading can easily be understood using the computational ray tracing approach of this study. A receiver in a particular environment will be receiving rays that are launched from the transmitter. These rays take different paths when traveling from transmitter to receiver and will thus have different amplitudes and phases. The principle of superposition states that the total field at the receiver will be the sum the contributions of each of the individual rays. At the receiver, the rays will destructively and constructively interfere with each other. Over time the level of this interference will fluctuate rapidly since it is extremely sensitive to position, orientation, and environment. Thus, the total
power reaching the receiver will experience large fluctuations that are referred to as multipath fading. In conventional systems, an increase in base station transmit power is generally needed when combating multipath fading while maintaining a constant bit error rate (BER).

Delay quantities are also closely related to multipath fading. Since signals propagating from transmitter to receiver take different paths to reach the receiver, it makes sense that at any given instant the receiver is receiving “current” information as well as an “echo” of past information that took a longer propagation path to reach the receiver. The power distribution as a function of propagation time from transmitter to receiver is referred to as a power-delay profile and is characterized by the quantity delay spread. According to Winters [25], if the mean delay spread exceeds 10% of the symbol duration, there will be significant levels of intersymbol interference (ISI) that decreases the maximum sustainable data rate. Combating ISI generally involves the use of complex coding or channel equalization techniques. In addition to studying power-delay profiles, it is also insightful to study power-angle profiles. Knowledge of signal power versus direction is relevant because of the directional properties of SDMA systems. Thus, there are implications not only in the geometrical design of the antenna arrays themselves, but also implications for both uplink direction finding and downlink beamforming algorithms.

Co-channel interference (CCI) refers to the signal energy received by a particular mobile user or base station from all of the other mobile users and base stations in the system using the same channel. Since the signal of one mobile user
contributes to the interference of all the other users, simply increasing transmit power is not a feasible solution. The amount of co-channel interference that a communications system can tolerate is closely linked to the maximum capacity of the system. Combating CCI involves decreasing the coverage area of cellular base station sites. This is not an attractive solution, however, since building many base stations is expensive.

The research of Winters [25] has shown that the use of SDMA systems can combat all three of these fundamental limitations to communication system performance. In this chapter, small-scale (i.e. on the order of wavelengths of mobile displacement) vector channel quantities will be studied. Section 4.2 will motivate and discuss the vector channel quantities studied in this dissertation. The ray tracing approach used to study the vector channel quantities of interest is discussed in Section 4.3. Section 4.4 will present results of the small-scale vector channel study in both generic environments and in downtown Austin. Section 4.5 will then introduce a novel approach to the prediction of spatial signatures and demonstrate the potential of this technique.

4.2 – VECTOR CHANNEL CHARACTERISTICS

4.2.1 – Spatial Signature Variation

Spatial signature variation provides a measure of the level of change of the spatial signature over time. Observing spatial signature variation is valuable in terms of the discussion in Section 4.1 because it specifically shows how multipath fading effects and the changing angular position of the mobile user with respect to the base station influence SDMA system performance. Spatial signature
variation is divided into two components, relative angle change and relative amplitude change. These are both relative stability measures between any two given spatial signatures. The relative amplitude change and relative angle change between two spatial signatures $\tilde{\mathbf{a}}_i$ and $\tilde{\mathbf{a}}_j$ are:

$$\text{Relative Amplitude Change (dB)} = 20\log_{10} \frac{||\tilde{\mathbf{a}}_i||}{||\tilde{\mathbf{a}}_j||}$$ (4.1)

$$\text{Relative Angle Change (%) } = 100 \times \sqrt{1 - \left(\frac{\tilde{\mathbf{a}}_i \cdot \tilde{\mathbf{a}}_j}{||\tilde{\mathbf{a}}_i|| ||\tilde{\mathbf{a}}_j||}\right)^2}$$ (4.2)

Past studies in the literature have considered both of these variation metrics [24, 26]. In this work, focus will be placed on relative angle change (RAC) because of its similarity to spatial signature correlation [23] and because of the study of Arredondo and Dandekar linking relative angle change to loss in signal to interference ratio [27].

Spatial signature variation information can be used to examine two separate facets of SDMA system performance. If $i$ and $j$ are always chosen to be adjacent uplink spatial signatures, variation information can be used to examine how dynamic spatial signatures are over small displacements. This information can be used to provide a measure of spatial signature stability when the mobile user is stationary and all motion is relatively small. If $i$ is held constant and $j$ is allowed to increase relative to $i$, variation information can be used to provide a measure of how long uplink spatial signature estimates are valid for a mobile user. It can then further be used to determine how often uplink spatial signature estimates need to be obtained in order to adequately choose downlink beamforming weights.
4.2.2 – Power-Delay / Power-Angle Profile

Power-delay profiles and Power-angle profiles are easily simulated using ray tracing techniques. The simulation reports the total distance that each ray travels from transmitter to receiver and the angle at which it arrives. While there is no information-bearing signal transmitted in the ray tracing simulations to produce intersymbol interference (ISI), typical reference system values can be used to place the simulated delay profiles into perspective. Delay is measured relative to the first ray to reach the receiver from the transmitter and the relative power of each ray is given with reference to the strongest received ray.

Power-angle profiles are significant in terms of the directional capabilities of SDMA systems. In this study, angle profiles are studied in terms of angular deviation from the direction of the dominant signal component. Power-angle profiles can be used to gain insight into the array geometry needed to effectively resolve multipath signal components in a particular environment. By the principle of reciprocity, this information can also be used to consider array geometries needed for synthesis of beam patterns during downlink beamforming.

Delay-profiles and angle-profiles are for a given reference element in the antenna array. The array dimension is small enough compared to the scale of the environment that the ray solutions do not differ significantly from one element to the next. Although small differences in ray phase received at each element makes array signal processing possible, this is best studied by spatial signature variation metrics in 4.2.1.
4.2.3 – Signal to Interference Ratio

Signal to Interference Ratio (SIR) information can be used to describe the amount of CCI that is present in an SDMA downlink channel. Consider scenarios measuring SIR for two mobile users: the signal from the base station array to one mobile user is the interference of the other mobile user and vice versa. SIR depends upon the downlink beamforming methods described in Chapter 2. The simulation of SIR in this study was strictly in terms of signal and interference power rather than through consideration of a specific modulation scheme for bit error rate calculations.

4.3 – ELECTROMAGNETIC RAY TRACING APPROACH

4.3.1 – Background

Using electromagnetic ray tracing (ERT) to study vector channel propagation allows for a level of accuracy, control, and reproducibility that cannot be matched by conventional measurement studies. Simulation parameters can be tightly controlled and varied individually to isolate their effect upon system performance. Ray tracing allows measurements to be made at a resolution much higher than what can reliably be attained with field measurements. Also, the ray tracing technology used to simulate channel propagation is portable to any communications environment (indoor, outdoor, urban, rural, etc) by simply changing the environment model used by the ray tracing system. Small-scale issues like fast fading can be observed in addition to large-scale power distribution information.
There are several important past ray tracing papers that are closely related to the work conducted in this study. Erceg [28], at AT&T Bell Laboratories and Lucent Technologies, developed a ray tracing system called the Wireless System Engineering (WiSE) tool for indoor and outdoor wireless communications applications. This system was used to simulate urban scenarios in Manhattan and Boston at 900 MHz and 2 GHz. Greenstein [29], also at AT&T Bell Laboratories, simulated Manhattan prior to the Erceg study. Lawton [30] and Catedra [31] also conducted urban environment measurement studies to complement their own ray tracing systems. They primarily differ from this work in that they exclusively consider traditional, single antenna communications systems. In the thesis [9] leading up to this work, the application of ray tracing to the study of communications systems making use of antenna arrays was first demonstrated using the CPATCH ray tracing system [32-34].

4.3.2 – System Parameters

In general, ERT, like any other experimental tool, has relative strengths and weaknesses that can only be understood with at least a rudimentary understanding of how these systems work. The first piece of information needed by a ray tracing system is a model that describes the environment to be studied. These models use facets: simple polygons (usually triangles) assigned position and orientation information. A simple plane can be described with two facets, but urban environments and complex structures must be described in terms of tens of thousands of facets, if not more. In addition, each facet must be assigned properties that describe how it will respond to incident electromagnetic radiation.
Many electromagnetic simulations make use of perfect electric conductors (PEC) for the facets used in the model. PEC materials reflect all incident radiation and do not model field strength loss by reflection. For more sophistication, material properties can be specified to better model the materials reaction to signal reflections. However, these material properties are difficult to determine without site-specific measurements.

For the purposes of this work, distinctions were only made between ground materials and building material. Based upon the information in Lytle [35] and Kavak [36] a relative permittivity of $\varepsilon_r = 2$ was used to model the asphalt ground surface of urban environments. Based upon the work of Lawton [30], a relative permittivity of $\varepsilon_r = 9$ was used to model the building walls. The latter permittivity information has no clear accepted value in the literature, with values ranging from 4 to 15 being reported [30]. This is because the measurement of this value is highly dependent upon weather conditions and building materials. Thus many ERT studies of this type measure this quantity empirically for the particular environment under study.

The lack of accurate, site-specific models is considered one of the greatest weaknesses of using ERT for communications channel study. The other main weakness, computational effort, is no longer considered as significant with continually increasing computer processing speeds. Concerning the site-specific modeling problem, studies must either be conducted with generic models to view typical system behavior or must be conducted with complex site-specific models that are often difficult to develop.
The ray mechanisms considered by the ray tracing system refer to the electromagnetic principles considered by the system as the rays propagate through the model. These principles include reflection and diffraction. A ray propagating from transmitter to receiver through a single reflection or diffraction is considered to experience a first order effect. ERT systems must all have specified the maximum order that they will model. For example, considering third order effects (reflection-reflection-reflection, reflection-reflection-diffraction, …, diffraction-diffraction-diffraction) carry with it a tremendous computational cost that is orders of magnitude greater than considering first order effects alone. However, there is a diminishing return as increasingly higher order effects are modeled since signal energy is lost at each reflection or diffraction. Thus, in this work, only second order ray effects are considered. In summary, all of the ray tracing mechanisms considered in this study are given in Table 4.1.

<table>
<thead>
<tr>
<th>Direct Ray</th>
<th>Diffracted Ray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflected Ray</td>
<td>Diffracted-Ray</td>
</tr>
<tr>
<td>Reflected-Diffracted Ray</td>
<td>Diffracted-Reflected Ray</td>
</tr>
<tr>
<td>Double Reflected Ray</td>
<td>Double Diffracted Ray</td>
</tr>
</tbody>
</table>

Table 4.1 – FASANT Ray Mechanisms

The computational cost of even the simplest urban scenario can be considerable, sometimes requiring hours or days of CPU-intensive calculations. The time taken for a simulation relies upon the maximum order effects considered, the number of facets, and the number of field observation points. There has been a great deal of research into developing efficient ray tracing
systems not only for communications applications, but also for radar, virtual reality, and scientific visualization applications.

There are two main types of ERT algorithms [31]: Direct and Indirect algorithms. In Direct algorithms rays are launched from the transmitter with some pre-specified density. The computer then maintains the path of each ray in the model as it undergoes whatever effects are considered by the system. Some rays will then be “caught” by the receiver and the contribution of that ray to the total field at the receiver will be computed. Some of the more common Direct methods are referred to as Shooting and Bouncing Ray (SBR) techniques or Pincushion methods. It is conceivable using this method that CPU time could go to waste since it is possible that few, if any, of the rays launched from the transmitter actually reach the receiver. Indirect algorithms attempt to address the problem by only considering rays that connect the receiver and transmitter with the ray mechanisms active in the system. However, determining which rays connect receiver and transmitter in a complex model file is itself a very computationally intensive task.

The M.S. thesis by Dandekar [9] gives preliminary results in vector channel propagation study using ray tracing. This thesis focused on studying various vector channel propagation characteristics for various mobile user trajectories through generic cellular environments. The thesis made use of the ray tracing system, CPATCH [32]. However since this system made use of only reflection ray mechanisms, there was a tendency in urban models for regions to be highly shadowed (i.e. receive no rays). To alleviate this problem required the use
of a ray tracing system that takes into account diffraction ray mechanisms along with reflection ray mechanisms. For this reason, the FASANT [31] ray tracing system developed at the Universidad de Cantabria in Spain by Catedra was used.

4.3.3 – Hybrid Simulation Tool

ERT is an appropriate technique for modeling the effect of the mobile environment on traveling electromagnetic radiation. However, to model the effects of local scattering close to the base station as well as electromagnetic interactions between the base station array elements themselves requires use of the CEM technique MoM described in Chapter 3. Developing hybrid computational tools to consider local effects through MoM and the effect of environment through ERT is a current area of electromagnetics research [37]. All FASANT ERT simulations considered in this study model the effects of mutual coupling through the use of MoM. Specifically, the moment method is used to generate the radiation patterns of the base station antenna array elements with coupling effects included, and this radiation pattern is used when modeling the environment with ERT.

4.3.4 – Simulated Scenarios

Table 4.2 summarizes the scenarios simulated in this chapter of the dissertation. A description of each of these scenarios along with illustrations indicating the view from the base station and mobile user trajectory are included in the following subsections. These models all represent generic urban situations with multiple mobile users. The simulations were all run at 1.8 GHz on models meant to study a base station cell radius of approximately 500 meters. These
simulations were all run at relatively high spatial resolution (i.e. on the order of fractions of a wavelength of mobile user displacement) for the purpose of observing small-scale channel effects during individual trajectories through the environment. Large-scale effects and statistical characterizations of the urban vector channel for the purpose of aiding in system planning issues is the topic of Chapter 5. Linear arrays were used in all but the Austin simulation to allow qualitative comparisons to be made to the measurement study using the smart antenna testbed at the University of Texas at Austin described in [8] and [24]. A circular array was used in the simulation of downtown Austin so that results could similarly be compared to testbed measurements described in [23].

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>Array</th>
<th>User</th>
<th>Situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Linear</td>
<td>1</td>
<td>Line of Sight</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Line of Sight</td>
</tr>
<tr>
<td>Case 2</td>
<td>Linear</td>
<td>1</td>
<td>Line of Sight w/ Dominant Multipath</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Line of Sight w/ Dominant Multipath</td>
</tr>
<tr>
<td>Case 3</td>
<td>Linear</td>
<td>1</td>
<td>Non Line of Sight</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Line of Sight w/ Local Scatterer</td>
</tr>
<tr>
<td>Alley</td>
<td>Linear</td>
<td>1</td>
<td>Non Line of Sight</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Non Line of Sight</td>
</tr>
<tr>
<td>Sixth Street</td>
<td>Circular</td>
<td>1</td>
<td>Non Line of Sight</td>
</tr>
</tbody>
</table>

Table 4.2 – Simulated Scenarios
4.3.4.1 – Case 1

In this situation, the mobile users are both in the line of sight (LOS) of the base station and move directly away from the array. Other than a ground plane corresponding to an asphalt surface, there are no scatterers in the environment to produce multipath signal components. Using the narrowband assumption and considering the spatial signature model explained in Chapter 2, the output at the array $\tilde{x}_i(t)$ due to mobile user $i$ can be modeled as:

$$\tilde{x}_1(t) \equiv \alpha_1(t)a(\theta)s_1(t)$$  \hspace{1cm} (4.3)

$$\tilde{x}_2(t) \equiv \alpha_2(t)a(\theta + \delta)s_2(t)$$  \hspace{1cm} (4.4)
where $\delta$ is on the order of $\Pi$. The $\alpha_i(t)$ take into account the relative strength of the signals from each of the mobile users, which will be smaller for user 2 who is further from the array. Note that while there are multipath components in this scenario, corresponding to rays bouncing off of the asphalt ground plane, the array architecture and model presented can only distinguish azimuth-varying signal components. From the perspective of the base station array, the only effect of these “ground-bounce” components is to constructively and destructively interfere with the direct path signal component and change the magnitude of $\alpha_i(t)$.

4.3.4.2 – Case 2
In this scenario, both users are again in the LOS of the base station and move away from the array. However, there is a building inserted that produces a multipath signal component for user 1 and a stronger multipath signal component corresponding to user 2. Neglecting relatively weaker diffraction effects, the array output to the signals of each of these users can be modeled as:

\[
\begin{align*}
\mathbf{x}_1(t) &\equiv (\alpha_{\text{DOM},1}(t)\mathbf{a}(\theta_{\text{DOM},1}) + \alpha_{\text{REF},1}(t)\tilde{\mathbf{a}}(\theta_{\text{REF},1}))s_1(t) \\
\mathbf{x}_2(t) &\equiv (\alpha_{\text{DOM},2}(t)\mathbf{a}(\theta_{\text{DOM},2}) + \alpha_{\text{REF},2}(t)\tilde{\mathbf{a}}(\theta_{\text{REF},2}))s_2(t)
\end{align*}
\]

(4.5)

(4.6)

where the attenuation of the signal components corresponding to the dominant multipath component for each user \(\alpha_{\text{DOM},i}(t)\) are approximately equal due to the fact that the users are the practically the same distance from the base station array. Due to the location of each user relative to the building, the attenuation of the signal component corresponding to the building reflection, \(\alpha_{\text{REF},i}(t)\), will in general be larger for user 2 than for user 1. In addition each of the components
seen by the array for both users is superposed with a ground bounce ray that is included in the corresponding $\alpha$ coefficient.

4.3.4.3 – Case 3

Figure 4.3 – Case 3 Illustration (A) Side View (B) Base station View
In this scenario, the first mobile user is non line of sight (NonLOS) since it is effectively surrounded by buildings, and is moving away from the array. The second mobile user is in LOS with the array, but is moving away from the array towards a building that provides local scattering. The output of the array due to these users signals can be represented by:

\[
\tilde{x}_1(t) = \sum_{j=1}^{N_{M,1}} \alpha_{j,1}(t) \tilde{a}(\theta_{j,1}) s_1(t) \\
\tilde{x}_2(t) = \left[ \alpha_{DOM,2}(t) \tilde{a}(\theta_{DOM,2}) + \sum_{j=1}^{N_{M,2}} \alpha_{j,2}(t) \tilde{a}(\theta_{j,2}) \right] s_2(t)
\]

where \(N_{M,i}\) are the number of multipath signal components corresponding to mobile user \(i\). Diffraction based ray mechanisms become more significant now for mobile user 1 because of the shadowed region but still not as large as reflected ray mechanisms. The presence of local scatterers in the path of mobile user 2 also imply that \(\theta_{j,2}\) (\(j=1..N_{M,2}\)) will be clustered around \(\theta_{DOM,2}\).

4.3.4.4 – Alley

![Diagram](image.png)
The alley case has two mobile users moving through the sidestreet of a rectangular grid of buildings. Both users are predominantly NonLOS with the antenna array. Specifically, mobile user 1 is NonLOS during its entire trajectory moving generally towards the array whereas mobile user 2 starts off LOS and quickly moves to NonLOS away from the array. The output of the array can be represented as:

\[
\mathbf{\tilde{x}}_1(t) = \sum_{j=1}^{N_{\text{array}}} \alpha_{j1}(t) \mathbf{a}(\theta_{j1}) s_1(t) \\
\mathbf{\tilde{x}}_2(t) = \alpha_{\text{DOM},2} \mathbf{a}(\theta_{\text{DOM},2}) + \sum_{j=1}^{N_{\text{array}}} \alpha_{j2} \mathbf{a}(\theta_{j2}) s_2(t)
\]

The variables are in the above equation are defined as before. In the above expression the value of \( \alpha_{\text{DOM},2}(t) \) decays relatively quickly to zero as user 2 moves from LOS to NonLOS.
4.3.4.5 – Sixth Street

The Sixth Street scenario is the first to illustrate use of the computer model of downtown Austin, Texas. In this model, the base station array is placed 20 meters off of the ground plane in a 4 x 4 city block section of the city. The mobile user is moving along one of the streets in the grid of irregular buildings 1.5 meters off of the ground plane. During the mobile displacement considered in this part of the study, the mobile user is entirely NonLOS and moving generally towards the base station. Using a different set of steering vectors corresponding to those of the circular array geometry, the array output can be expressed similar to before for NonLOS mobile users:

\[
\tilde{x}_1(t) = \sum_{j=1}^{N_{m,1}} \alpha_{j,1}(t)\hat{a}(\theta_{j,1})\hat{s}_1(t)
\]  

Figure 4.5 – Sixth Street Illustration
4.4 – Results

The first set of results (Sections 4.4.1-4.4.3) involve studying the vector channel quantities described in Section 4.2 using the mobile user environments and trajectories of Section 4.3. Large-scale comments on these parameters appropriate to urban system planning will be discussed in Chapter 5. Section 4.4.4 describes the results of a method used to further model the vector channel for the purposes of forecasting future user spatial signatures based upon past spatial signatures.

4.4.1 – Power-Delay and Power-Angle Profiles

![Figure 4.6 – Case 1 Mobile User 1 Power-Delay Profile](image)

Figure 4.6 – Case 1 Mobile User 1 Power-Delay Profile
Figure 4.6 shows the power-delay profile of mobile user 1 in case 1. The profile shows, as a function of arrival time of the first multipath signal component, the strength of each multipath signal component relative to the power of the dominant signal component. Figure 4.6 simply illustrates the direct path signal component arriving very slightly before the ground-bounce multipath signal component in the top left hand corner of the graph. However, as further stated in Section 4.3.4.1, and observed through the power-angle profile, this ground-bounce signal component is not resolvable by the array and only has the effect of variably attenuating the received signal at the angle of incidence to the array.
Figure 4.7 shows the power-delay and power-angle profiles for both mobile users in Case 2. Figure 4.7A clearly shows the LOS signal components corresponding to the direct ray mechanism (in Table 4.2) for both users and also illustrates dominant multipath signal components arriving at approximately 0.30µs and 0.15µs for users 1 and 2 respectively. These rays correspond to the reflected ray mechanism from Table 4.2. These observations agree with the discussion in Section 4.3.4.2 pertaining to representation of array output. Again, also note that both the LOS signal component and the dominant multipath signal
components for both mobile user have clearly identifiable ground-bounce signal components.

Figure 4.7B shows the power-angle profile of both users in Case 2. This profile shows, as a function of base station arrival angle relative to the angle of the dominant signal component of each user, the relative power of the other signal components. This graph clearly shows the dominant multipath signal components at approximately -100° and -50° for mobile user 1 and 2 respectively. There are other rays illustrated in both parts of Figure 4.7 that correspond to diffraction rays as well as second order ray transfer mechanisms. In LOS scenarios such as Case 2, these ray mechanisms are negligible when compared to the dominant rays in the system.

![Relative Power vs Delay](image)
Figure 4.8 shows the power-delay and power-angle profiles for both mobile users in Case 3. The dominant multipath signal components shown in Figure 4.8A for user 1 correspond to reflected rays that fit in the gaps between the two buildings clearly illustrated in Figure 4.3B. The effect of these gaps can be seen through the banded structure (centered around both 0° and 80°) of the rays corresponding to mobile user 1 in Figure 4.8B. There is also qualitative agreement between the delay profiles of mobile user 2 in case 3 shown in Figure 4.8A along with both users in Figure 4.7A, which is not surprising since they both
correspond to scenarios in which there is a dominant ray with a multipath signal component. However, closer inspection of Figure 4.8B for mobile user 2 shows a banded structure (centered at 0° and -150°) similar to mobile user 1. The band around 0° corresponds to the dominant direct path and reflected signal components while the weaker rays centered around -150° correspond to diffraction ray mechanisms.
The power-delay and power-angle profiles for the mobile users in the Alley case are shown in Figure 4.9. Inspection of both graphs in Figure 4.9 show that the rays corresponding to user 1 are not spread very far in terms of both delay and angle. This occurs because user 1 is relatively far from the base station with all of the ray solutions involving diffraction (i.e. first order diffraction, second order diffraction-reflection, and second order reflection-diffraction). Referring to Figure 4.4, these rays all travel down the alley in which mobile user 1 is moving before traveling to the main street where the base station is located. The tendency
for these rays to be bundled together as they complete their path to the base station leads to the description of this kind of environment as an “urban canyon” observed in prior measurement studies [38]. This type of scenario is common in large cities and thus becomes important in characterizing the urban vector channel. Results such as those shown in this scenario motivate the need for array geometries that take into account these corridors of signal component arrival. The Alley scenario represents an extreme version of the urban canyon situation in that there is only one street for multipath signal components to arrive at the base station from the mobile users. This case also illustrates the importance of considering ray diffraction mechanisms in studies of this type.

The ray solutions corresponding to user 2 in this scenario are more conventional in terms of the scenarios considered thus far in that rays that correspond to reflection mechanisms are dominant. However, in these reflected rays are followed relatively closely by diffraction-based mechanisms. Again, the banding of the signals corresponding to mobile user 2 in Figure 4.9B indicates the effects of the urban canyon.
Figure 4.10 – Sixth Street (A) Power-Delay Profile and (B) Power-Angle Profile
It is significant to consider the power-delay and power-angle results of Figure 4.10 in terms of the generic urban scenarios considered previously in this section. The relatively low variation in angle of arriving signal energy indicates, like Figure 4.9B, the effect of the urban canyon focusing rays into particular angular sectors of the base station array. Comparison of Figure 4.10A with Figure 4.9A also allow us to comment that diffraction based mechanisms are dominant in this scenario since the strongest ray is not the first to arrive, which would be true when considering reflection-only situations. It can also be inferred by the lack of stronger rays with ground-bounce counterparts offset from diffracted rays, which was observed in earlier LOS and nearly-LOS scenarios. Like the alley case results, the results of the Austin simulation illustrate the need to consider diffraction based ray mechanisms.
4.4.2 – Spatial Signature Relative Angle Change

![Spatial Signature Relative Angle Change Graph]

Figure 4.11 – Spatial Signature Relative Angle Change Overview

<table>
<thead>
<tr>
<th>Legend Key</th>
<th>Scenario</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOS</td>
<td>Case 1</td>
<td>1</td>
</tr>
<tr>
<td>LOS + Multipath</td>
<td>Case 2</td>
<td>1</td>
</tr>
<tr>
<td>LOS to NonLOS</td>
<td>Alley</td>
<td>2</td>
</tr>
<tr>
<td>NonLOS</td>
<td>Alley</td>
<td>1</td>
</tr>
<tr>
<td>Sixth Street (NonLOS)</td>
<td>Sixth Street</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.3 – Relative Angle Change Overview Graph Key

Figure 4.11 shows a summary plot of spatial signature relative angle change for the scenarios described in Section 4.3.4. Table 4.3 provides a reference matching the legend of Figure 4.11 to the particular users and scenarios.
described in Section 4.3.4. The change between spatial signatures is measured between the first spatial signature in the trajectory with each subsequent spatial signature as the mobile user goes through a particular environment. Relative angle change simulations of this type give information about small-small scale spatial signature dynamics and provide insight into how often signature estimates need to be updated by the base station for effective downlink beamforming [27]. Table 4.4 summarizes the results of spatial signature relative angle change simulations for each of the scenarios tested in this chapter.

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>User</th>
<th>Mean RAC (%)</th>
<th>Std RAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>1</td>
<td>1.32</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.31</td>
<td>0.15</td>
</tr>
<tr>
<td>Case 2</td>
<td>1</td>
<td>19.13</td>
<td>8.22</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>42.18</td>
<td>19.69</td>
</tr>
<tr>
<td>Case 3</td>
<td>1</td>
<td>57.54</td>
<td>25.97</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>87.62</td>
<td>11.90</td>
</tr>
<tr>
<td>Alley</td>
<td>1</td>
<td>56.42</td>
<td>19.53</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>85.31</td>
<td>19.66</td>
</tr>
<tr>
<td>Sixth Street</td>
<td>1</td>
<td>68.93</td>
<td>17.76</td>
</tr>
</tbody>
</table>

Table 4.4 – Spatial Signature Relative Angle Change Summary Table

The LOS scenario, which corresponds to Case 1 mobile users, shows very little spatial signature relative angle change. This agrees with the model given in equations (4.3) and (4.4). Since each user’s spatial signature in this case is a single, variably attenuated steering vector, only the vector amplitude is changing. Recall that the variable attenuation is due to varying constructive and destructive interference between direct path ray and ground-bounce ray. Thus, the angle characteristics of the spatial signature remain relatively constant. The scale of
The situation in Case 2, referred to as “LOS + Multipath” in Figure 4.11, shows greater amount of RAC and RAC variation than Case 1 results. The performance of this graph is consistent with the model given in equations (4.5) and (4.6) and is indicative of a particular fading scenario. Specifically, the magnitude of the RAC variation can be reproduced by considering the RAC of a superposition of two steering vectors (of this specific array geometry) and varying the strength of one steering vector (corresponding to the multipath component) to around 30% of the other steering vector (representing the dominant path). As the multipath steering vector becomes stronger relative to the dominant path steering vector, the RAC grows. This effect also explains why the spatial signature RAC is greater for user 2 than for user 1, as shown in Table 4.4. These results, like the previous result in Case 1, agree with measurement studies conducted using a smart antenna testbed [24].

In general, greater RAC occurs when steering vectors corresponding to multipath signal components are introduced or depart as the mobile user traverses a particular environment. This is the situation in the LOS to NonLOS plot in Figure 4.11. Recall that the appropriate mobile user in the alley case starts LOS with the base station array and then moves behind a building. This loss of a dominant steering vector explains the large jump in RAC with less than one
wavelength of mobile user displacement. It also explains the relative unpredictability of the graph since RAC measurements are made relative to the spatial signature with the dominant signal component included. Thus, we can conclude from this graph that situations in which there is a transition from one type of fading model to another causes particularly unstable spatial signature variation.

The NonLOS scenarios shown in Figure 4.11 corresponding to user 1 in the alley model and the sixth street model, have results very similar to the other NonLOS scenario (case 3, user 1). In these scenarios, there are no LOS rays to provide a dominant steering vector in the spatial signature representation of array output. Reflection ray mechanisms and diffraction ray mechanisms provide a relatively large number of steering vectors that each individually vary in strength as the mobile user moves through the environment. While the RAC in these scenarios do not reach the level that occurs when dominant signal components are added or removed, they still reach appreciable levels after relatively small mobile user displacement.

4.4.3 – Downlink Signal to Interference Ratio

Table 4.5 summarizes the two-user simulations of signal to interference ratio for the scenarios described in Section 4.3.4 using the methods described in Section 2.6. Spatial signature or DOA estimation (whichever is appropriate for the downlink beamforming method) is only performed at the first position of each mobile user. This was done to observe the effect of inaccurate spatial signature or DOA knowledge on SIR results. A detailed paper on this topic can be found in
Arredondo and Dandekar [27]. For all of these simulation results, interference energy is the energy intended for one mobile user that reaches the other mobile user. For the purpose of separating array effects and environment effects, DOA-based downlink beamforming methods are based upon their conventional definitions and do not include the refinements discussed in Chapter 3.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>User 1 Mean SIR (dB)</th>
<th>User 1 Std SIR</th>
<th>User 2 Mean SIR (dB)</th>
<th>User 2 Std SIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>DomDOA</td>
<td>2.50</td>
<td>0.06</td>
<td>2.95</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>PseDOA</td>
<td>30.85</td>
<td>1.42</td>
<td>23.02</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>2.88</td>
<td>0.06</td>
<td>3.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>PseSS</td>
<td>39.58</td>
<td>26.36</td>
<td>51.65</td>
<td>24.42</td>
</tr>
<tr>
<td>Case 2</td>
<td>DomDOA</td>
<td>27.54</td>
<td>4.33</td>
<td>16.17</td>
<td>2.36</td>
</tr>
<tr>
<td></td>
<td>PseDOA</td>
<td>19.01</td>
<td>1.64</td>
<td>29.54</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>31.25</td>
<td>3.61</td>
<td>19.97</td>
<td>6.10</td>
</tr>
<tr>
<td></td>
<td>PseSS</td>
<td>32.67</td>
<td>26.89</td>
<td>23.52</td>
<td>30.38</td>
</tr>
<tr>
<td>Case 3</td>
<td>DomDOA</td>
<td>17.18</td>
<td>2.78</td>
<td>7.15</td>
<td>4.45</td>
</tr>
<tr>
<td></td>
<td>PseDOA</td>
<td>20.93</td>
<td>5.13</td>
<td>4.90</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>11.32</td>
<td>6.27</td>
<td>11.90</td>
<td>4.02</td>
</tr>
<tr>
<td></td>
<td>PseSS</td>
<td>18.03</td>
<td>29.70</td>
<td>18.70</td>
<td>29.30</td>
</tr>
<tr>
<td>Alley</td>
<td>DomDOA</td>
<td>1.15</td>
<td>1.32</td>
<td>-1.02</td>
<td>4.99</td>
</tr>
<tr>
<td></td>
<td>PseDOA</td>
<td>2.64</td>
<td>1.19</td>
<td>-1.94</td>
<td>7.63</td>
</tr>
<tr>
<td></td>
<td>SS</td>
<td>5.30</td>
<td>0.50</td>
<td>-0.18</td>
<td>10.18</td>
</tr>
<tr>
<td></td>
<td>PseSS</td>
<td>13.98</td>
<td>28.74</td>
<td>3.35</td>
<td>30.54</td>
</tr>
</tbody>
</table>

Table 4.5 – Downlink Signal to Interference Ratio Summary Table

Table 4.5 shows that the PseSS method generally performed better than the other downlink beamforming methods. While this method had the best average performance, it also had the greatest fluctuation. This greater fluctuation was because of the initial loss in downlink beamforming performance due to
inaccurate spatial signature knowledge, which is one of the motivations behind updating spatial signature estimates as often as possible as well as forecasting future spatial signatures based upon last known values (described in Section 4.4.4). The increased performance of these four methods due to more accurate spatial signature knowledge can be found in Dandekar [39].

The PseDOA method and SS method were behind the PseSS method. However, there was no clear second-place method with the PseDOA and SS method each outperforming the other in certain situations. While the DomDOA method generally did not perform as well, there were also situations where the method performed solidly.

Figure 4.12 - Case 1 Downlink Signal to Interference Ratio – User 1
Figure 4.12 shows the downlink SIR simulation results for mobile user 1 in case 1. As the graph shows, the PseSS method performed the best but quickly lost performance as the last known spatial signature became more outdated. The pseudoinverse methods performed better than the other methods in this scenario for both mobile users. This occurred since the angular separation between the mobile users was so small. Specifically, methods relying on directional transmission alone maximized signal power transmitted to the mobile user without including reduction of interference power. As shown by the performance of the DomDOA and SS method in this scenario, directional methods alone transmit nearly equal amounts of signal and interference to the mobile users. Due to the fact that the spatial signatures for the mobile users were relatively stable in this scenario, as discussed in Section 4.3.4.1 and 4.4.2, the downlink beamforming performance was very stable. These results are all consistent with the smart antenna system measurements described in [8].

The downlink SIR performance graph for user 1 in case 2 is shown in Figure 4.13. All the methods in this situation worked relatively well. As shown in this graph and in Table 4.5, the PseSS method and the SS method performed comparably well. The DomDOA and PseDOA method in this scenario each worked best for a particular mobile user. The level of fluctuations for both mobile users in the PseSS method tended to decrease as the mobile users moved further along their trajectory since the PseSS method is particularly reliant on accurate spatial signature estimates. The other methods had relatively stable
levels of fluctuation that arose due to the combined multipath fading environment of both users.

![User 1 Downlink Signal to Interference Ratio](image)

**Figure 4.13 - Case 2 Downlink Signal to Interference Ratio – User 1**

Case 3 downlink SIR results are shown in Figure 4.14 for mobile user 1. Recall from Figure 4.3 that this mobile user was NonLOS and nearly completely surrounded by buildings. As shown in Table 4.5, for this particular mobile user, the PseDOA method slightly outperformed the PseSS method in terms of average performance. As shown on the graph, the PseDOA method had much less fluctuation than the PseSS method. In addition, all four methods were able to get relatively high levels of SIR to this mobile user compared to that seen by the LOS
mobile user in this scenario. The favorable PseDOA results shown in Figure 4.14, along with results corresponding to Case 2, user 2 suggest that in the absence of perfect spatial signature information, DOA based methods may be a sound alternative due to their relatively stable performance.

Figure 4.14 - Case 3 Downlink Signal to Interference Ratio – User 1
Figure 4.15 - Alley Downlink Signal to Interference Ratio – User 1

Figure 4.16 - Alley Downlink Signal to Interference Ratio – User 2
Figures 4.15 and 4.16 show the downlink SIR simulation results for mobile users 1 and 2 respectively in the alley scenario. Despite the fact that the spatial signature RAC (from Figure 4.11) gets relatively large for user 1, only the PseSS method suffers a large performance loss, as seen in Figure 4.15. However, it should be pointed out that the SIR for any of the methods for this mobile user is not particularly good. Figure 4.11 showed a very large change in spatial signature RAC for mobile user 2. As Figure 4.16 shows, the transition in channel characteristics responsible for this large RAC causes a breakdown of nearly all of the downlink beamforming methods after relatively little mobile user displacement. The results from this scenario represent an extreme urban canyon scenario since all signal energy is directed down a single street and there are no other sidestreets to provide multipath diversity. Chapter 5 will examine the urban vector channel in greater detail.

4.4.4 – Vector Channel Prediction

In the previous section, the performance of downlink beamforming methods was shown to be extremely sensitive to accurate spatial signature knowledge. Mobile user displacements corresponding to fractions of a single wavelength significantly degraded downlink beamforming performance. This degradation was specifically studied in [27]. Thus, it is important for the base station to have an accurate estimate of channel state information (CSI). The reason for this performance degradation is the changing multipath fading environment encountered as the mobile user moves along a given path. In the context of vector channel propagation, the spatial signature RAC metric
introduced in Section 4.2.1 and illustrated in Section 4.4.2 quantifies this changing fading environment.

Prediction of the fading channel encountered by conventional communications systems has been studied in the past. A survey of these scalar channel prediction techniques can be found in the paper by Duel-Hallen [40]. Duel-Hallen then specifically developed a low complexity, adaptive, long-range prediction system that models the scalar fading channel using an autoregressive (AR) model. Duel-Hallen also suggested that predictions were necessary on the order of several tens of milliseconds into the future, corresponding to several wavelengths of mobile user displacement.

The proposition to apply this kind of prediction to the vector channel was first shown by Arredondo [41-43]. Arredondo models each individual channel in the vector channel using a single AR model derived from past observations of all channels. This system uses anywhere between 6 and 10 wavelengths worth of known vector channel data to predict effectively up to 2 wavelengths into the future.

4.4.4.1 – Proposed Model

The quantitative motivation for spatial signature prediction can be found in the spatial signature variation and downlink beamforming studies found earlier in Chapter 4. Specifically, the degradation of downlink SIR performance (which ultimately leads to increased bit error rate) as spatial signature RAC increases motivates the need to keep spatial signature estimates accurate. In terms of the directional transmission capabilities of SDMA systems discussed in Chapter 2, a
qualitative motivation to spatial signature prediction is to aim signal energy to
where the mobile user will be in the future rather than using an increasingly
unreliable last known position.

In this dissertation, a novel extension to past prediction work is proposed.
In this method, a vector autoregressive (VAR) spatial signature model is
developed. This method uses a Kalman filter state space representation to
recursively build the model. This limits the number of large matrix inversions
and makes the method attractive for future real-time implementation.

The physical justification for this model arises from the mutual coupling
study of Chapter 3. Since the antenna array elements are located so close to one
another, the correlation among the element data can be used beneficially in
forecasting without having to rely on storing many past channel values.
Specifically, in the VAR formulation, each variable’s forecast depends not only
on the past values of that variable, but also on all the past values of the other
variables. Also unlike [41-43], the prediction system used in this study also
allows the model to vary from one channel to another.

The proposed spatial signature prediction method is based upon the
treatment in Harvey [44] of a linear regression model. The basic model form is
shown in equation (4.12):

\[ \tilde{y}_t = (\tilde{x}_t)B_t + \tilde{e}_t \] (4.12)

where \( \tilde{y}_t \) is a 1 x M vector corresponding to the transpose spatial
signature vector being predicted at time t where M is the number of antenna array
elements. \( \tilde{x}_t \) is an h x 1 vector that contains the current base station CSI which
are the past spatial signatures used to generate the predicted spatial signature. This vector takes the following form:
\[
\tilde{x}_t = [\tilde{a}_{t-1}^t, \ldots, \tilde{a}_{t-g}^t]
\]

(4.13)

g is a constant that specifies the number of lagged spatial signatures to use which is related to the dimension of the \( \tilde{x}_t \) by \( h = Mg \). The matrix \( B_t \) is \( h \times M \) and contains as its columns the vector \( \tilde{b}_{t,i} \) for \( i = 1, \ldots, M \). \( \tilde{b}_{t,i} \) is an \( h \times 1 \) column vector that specifies the coefficients to apply to all components of the lagged spatial signatures in \( \tilde{x}_t \) to develop the value of the \( i^{th} \) component of the forecast spatial signature. \( \tilde{e}_t \) is a \( 1 \times M \) vector modeling the forecast error.

\( h \) observations are needed to develop an initial estimate of \( B_t \), (denoted as \( \hat{B}_h \)) determined using the following equation:

\[
\hat{B}_h = (X_h'X_h)^{-1}X_hY_h
\]

(4.14)

where \( X_t \) is a \( t \times h \) matrix that contains as row \( j \) (\( j = 1, \ldots, t \)), the vector \( \tilde{x}_j' \) and \( Y_t \) is a \( t \times M \) matrix that contains as row \( j \) (\( j=1,\ldots,t \)), the vector \( \tilde{y}_j' \). To develop a refined estimate of \( \hat{B}_t \), for \( t > h+1 \), a Kalman filter representation of the model in equation (4.12) is used to build a recursive least squares estimator that does not require any further matrix inversions. For each of the \( i \) components (\( i=1,\ldots,M \)) and \( t > h+1 \) we can write [44]:

\[
\hat{b}_{t,i} = \hat{b}_{t-1,i} + (X_{t-1}'X_{t-1})^{-1}\tilde{x}_i(y_t - \tilde{x}_i'\hat{b}_{t-1,i})/f_t
\]

(4.15)

\[
(X_t'X_t)^{-1} = (X'_{t-1}X_{t-1})^{-1} - (X'_{t-1}X_{t-1})^{-1}\tilde{x}_i\tilde{x}_i'(X'_{t-1}X_{t-1})^{-1}/f_t
\]

(4.16)

\[
f_t = 1 + \tilde{x}_i(X'_{t-1}X_{t-1})^{-1}\tilde{x}_i
\]

(4.17)
After the given training interval is over, the estimate of $\hat{\mathbf{B}}$, is applied using the model form of equation (4.12) to forecast future spatial signatures based upon past known spatial signature values. As these forecasts go further into the interval of time when actual spatial signature values are not known, $\hat{\mathbf{x}}_t$ will rapidly only contain predicted spatial signatures and future forecasts will be a function of past forecasts. The number of predictions that are made after the training interval is referred to as the prediction horizon [43].

4.4.4.2 – Model Parameters

![Figure 4.17 – Prediction Simulation Environment](image.png)

The performance of the model described in the previous section was examined using simulation data corresponding to vector channel data in a 4 x 4 city block area of downtown Austin, Texas. These scenarios are illustrated in Figure 4.17 and all involve the use of uniform circular antenna array of $\lambda/2$ dipoles with mutual coupling effects included. There were three separate mobile user paths that were considered, corresponding to movement down sixth, seventh,
and eighth streets. High-resolution field simulations were made every $\lambda/5$ of mobile displacement over approximately 0.5 kilometers of city street. A time division duplexed system was assumed, with a total training interval of 35 spatial signatures. This corresponds to the type of system described in [43]. When regions of forecasted spatial signatures are included in the mobile trajectory, corresponding to base station predictions made during downlink, there were approximately 200 uplink-downlink cycles considered per mobile trajectory.

The sixth street trajectory is much longer than the one described in Section 4.3.4.5. Most of the length of this trajectory is NonLOS with the exception of several portions that provide LOS signal components. This is also the case with the eight street mobile user trajectory. In contrast, as shown in Figure 4.17, the seventh street mobile trajectory includes LOS signal components. These tests were chosen to be representative of the type of signal environment found in an urban microcell.

A central issue that needed to be addressed in the development of the model is a determination of $g$, the number of lagged spatial signature values to consider in the model. Since the basic model of 4.12 represents linear regression, an analysis of variance (ANOVA) based approach was used to identify the minimum necessary lag to achieve an acceptable level of explanatory power. Specifically, the $r^2$-statistic corresponding to the coefficient of determination [45] of the regression was developed using the simulation data described above. This test statistic measures the proportion of the total variation of the data that is fit by the regression model. This statistic only examines the accuracy of the one step
ahead forecast for each component of the spatial signature. In order to examine the effectiveness of the model several steps ahead, the spatial signature RAC metric described in Section 4.4.2 was used.

4.4.4.3 – Model Performance

Table 4.6 shows the coefficient of determination for the regression of one channel in each three cases described in the previous section. As this table shows, nearly all data variation in the one step ahead spatial signature forecasts can be explained by using a lag of 2 spatial signatures. Specifically, 93% or more of the observed data variation can be explained through a linear regression model using 2 lagged spatial signatures.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Number of Lagged Spatial Signatures</th>
<th>Coefficient of Determination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sixth Street</td>
<td>1</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.99</td>
</tr>
<tr>
<td>Seventh Street</td>
<td>1</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.93</td>
</tr>
<tr>
<td>Eighth Street</td>
<td>1</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 4.6 – Coefficient of Determination vs. Number of Lagged Spatial Signatures

While the above table justifies the choice of model and lag for one step ahead forecasts, the model needed to be able to generate accurate spatial signature forecasts as far into the future as possible after the end of the training period. The accuracy of these spatial signature forecasts was measured using spatial signature RAC over a prediction horizon corresponding to six wavelengths of mobile user
displacement. This satisfies the forecasting interval requirements of the long-range prediction scheme in [40], while also taking into account implementation issues by reducing the number of large matrix inversions necessary through use of the Kalman recursive update equations, (4.15)-(4.17).

Figure 4.18 illustrates the effectiveness of spatial signature prediction over the first 5 downlink cycles of the sixth street mobile user trajectory. Conventional spatial signatures refer to the situation when the last known uplink spatial signatures are used during the entire downlink interval. Forecast spatial signatures refer to predictions based upon known signatures at first and then eventually based upon predictions alone. The $\hat{B}$ from equation (4.12) is fixed at the time of the last known spatial signature when developing the forecasts. As Figure 4.18 shows, when conventional spatial signatures are used, the RAC with respect to the actual spatial signatures quickly reaches 80 to 90%. This is consistent with the spatial signature RAC study conducted earlier in this chapter in Section 4.4.2. Use of forecasting allows the base station to have spatial signature estimates that are around 30% with respect to the actual values. Based upon the work described in [27], this improvement can lead to appreciable performance increases in downlink beamforming.
Figure 4.18 – Spatial Signature Prediction Performance Illustration for Sixth Street Trajectory

Figure 4.19 shows the average RAC at various levels of step-ahead forecasts for the eighth street trajectory. This graph illustrates the average performance of the prediction method over all 200 downlink periods of the user trajectory. As this graph shows, after six wavelengths of mobile user displacement, on average, the forecasted spatial signatures still have less RAC with actual values as do the conventional spatial signatures. However, predictions this far ahead into the future have an RAC with values that begin to converge to the RAC using the conventional approach.
Figure 4.19 – Average Look Ahead Performance of Spatial Signature Prediction in Eighth Street Trajectory

Figure 4.20 shows the same performance graph as Figure 4.19 for the seventh street trajectory. Recall that this trajectory, unlike the sixth and eighth street trajectories, is LOS with the base station antenna array. This is reflected in the graph by the slower increase in spatial signature RAC between actual and conventional values. This is consistent with the spatial signature results discussed for LOS scenarios in Section 4.4.2. This graph also shows the forecast spatial signatures are slower to reach high levels of RAC with actual values than are conventional signatures. However, in these LOS scenarios, the work of [27]
shows that the even the level of spatial signature RAC corresponding to conventional values is not large enough to cause significant degradations in SIR during downlink beamforming. Thus, the performance increase illustrated in this graph is not as significant as it is for the NonLOS scenarios.

Results for all user trajectories are summarized in Table 4.7. As the table shows, on average, spatial signature prediction provides an appreciable improvement over the use of conventional spatial signature estimates during downlink. These improvements, particularly in the NonLOS scenarios will translate to improved performance during downlink beamforming [27].

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Average SS RAC Actual vs. Conventional (%)</th>
<th>Average SS RAC Actual vs. Forecast (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sixth Street</td>
<td>49.2</td>
<td>37.7</td>
</tr>
<tr>
<td>Seventh Street</td>
<td>31.6</td>
<td>17.8</td>
</tr>
<tr>
<td>Eighth Street</td>
<td>43.1</td>
<td>29.4</td>
</tr>
</tbody>
</table>

Table 4.7 – Summary of Spatial Signature Prediction Results
A significant contribution of this work has been the development of a hybrid ray-tracing / moment method simulation tool for SDMA systems. This tool allowed small-scale vector channel effects to be studied in this chapter. Power-delay and power-angle profiles were developed for generic urban scenarios as well as in scenarios corresponding to an actual urban environment. The scale of delay studied was on the order of that which would be encountered in dense urban microcells. The types of power-angle profiles shown illustrated the urban
canyon effect that tended to make signal components transmitted from the mobile user arrive at the base station along certain angular corridors. The determination of these corridors has implications for the type of array geometry used in a particular cell. In addition to insights on the urban vector channel provided by these angle and delay profiles, insight was also gained in the types of ray tracing mechanisms needed to simulate particular urban scenarios. Specifically, the use of diffraction mechanisms was found to become very important when considering scenarios in which mobile users were shadowed by buildings.

Vector channel quantities of interest were also introduced in this chapter. The application of a simulation system to consider these facets of SDMA system performance through generic situations to verify conclusions from field measurements is a contribution of this research to the literature. Spatial signature relative angle change and downlink beamforming simulations were examined in this chapter for generic and realistic urban scenarios. Variation of spatial signatures and downlink beamforming scenarios generated using the novel hybrid MoM/ERT simulation system agreed with measurement data taken using a smart antenna testbed. Furthermore, relative angle change simulations in generic environments led to insights into the structure and validity of the spatial signature model discussed in Chapter 2. These relative angle change scenarios were used to make comments about the nature of multipath fading in the urban vector channel. Specifically, the transition of a mobile user from LOS to NonLOS or vice-versa caused particularly high levels of RAC that subsequently lead to appreciable losses in downlink beamforming performance. These LOS to NonLOS transitions
were shown to have slightly worse RAC performance than other NonLOS situations.

Several downlink beamforming methods were studied in this chapter. It was shown that the PseSS method nearly always outperformed the other methods for various configurations of mobile users in different environments. The other methods generally performed solidly, with no other method clearly superior in all scenarios. Downlink beamforming studies also showed a correlation between loss in accuracy of the spatial signature estimates and decreased SIR performance.

Spatial signature forecasting was also examined in this chapter using a novel vector autoregressive approach. The model was developed from a linear regression system using a Kalman filter to recursively update the estimated model coefficients and avoid unnecessarily large matrix inversions. This savings in computations makes this method more attractive for real-time implementation in future base stations. This prediction method generated forecasted spatial signatures that always outperformed the last-known spatial signatures from uplink that would otherwise be used during downlink. This increased performance is particularly important in NonLOS scenarios where current spatial signature estimates are more critical. The performance increase, demonstrated in terms of spatial signature RAC, helps to quantify the overall improvement that forecasting would provide during downlink beamforming.
Chapter 5 – SDMA System Planning

5.1 – Background Information

In this dissertation, there are cellular network level issues that were studied at a higher level than the previous research topics. The impact of smart antenna technology was specifically examined on issues such as cell site design and mobile user handoff. This is increasingly important as smart antenna technology becomes more accepted for use in next generation cellular systems. While it would be simple to introduce the basic use of antenna arrays into next generation cellular systems by simply replacing conventional base station antennas, techniques to maximize their performance are a complicated issue.

The optimal allocation of basic resources such as base station hardware and channels of radio spectra in a certain coverage area is the central issue in system-level cellular communications [46,47]. The criteria by which these strategies are assessed involve maximizing overall system capacity and reliability while effectively managing the amount of interference between the mobile users. Obviously, all of the technical solutions to these system level problems must be addressed in an economically sound manner.

A cell is the region over which a single base station provides coverage. The coverage region of a particular cell is the geographic region over which the power received by a mobile user is above a certain threshold. In earlier generation cellular communications systems, cells were considered that were on the order of kilometers in radius. However, as user demand increased, the power
transmitted by each base station was lowered and bandwidth resources were reallocated more often to smaller cells. These small cells, referred to as microcells, have coverage radii on the order of hundreds of meters [48,49]. There are still smaller cells, referred to as picocells, which cover areas corresponding to individual buildings or floors of a building. However, the focus of this chapter will be placed on urban microcell environments.

The ability of antenna arrays to perform directional transmission and reception could raise the question how to most effectively deploy base stations and design cells using smart antenna techniques in a particular environment. However, since existing cellular infrastructure and base station deployment is often dictated by non-technical issues (e.g. economics, zoning, etc), research must consider the upgrade of existing networks to systems making use of smart antenna technology. This is the central issue of the papers by Aroudaki [50] and Kronestedt [51].

Another issue that needs to be considered with cellular system planning is call handoff as a mobile user moves from one cell to another. Handoff scenarios are dependent upon the propagation environment of the cell, the amount of interference from other users and base stations, and the distance of the mobile user from the base station. In general, handoffs occur when time-averaged signal power level, measured by mobile user or base station, drops below a certain threshold value.

In summary, the addition of SDMA technology into existing cellular communication networks may have the following advantages [50]:
1. **Cell capacity increase** – Improved frequency reuse made possible through SDMA technology can allow the number of channels in a cell to be increased.

2. **Spectrum savings** – Improved frequency reuse may allow current demand to be met with fewer channels.

3. **Interference reduction** – Adaptive SDMA technology may allow downlink interference seen by a given mobile user (from the signals intended for the other mobile users) to be reduced significantly.

Vector channel propagation was considered during individual mobile user trajectories through typical urban environments in Chapter 4. These simulations were run at a spatial resolution on the order of fractions of a wavelength and thus considered small-scale channel effects. In this chapter, the hybrid MoM-ERT system from Chapter 4 is applied to consider large-scale propagation and vector channel statistics in urban microcells. Specifically, power-delay and power-angle plots, spatial signature relative angle change, and downlink beamforming techniques discussed in Chapter 4 for individual mobile trajectories will be considered in a statistical sense in simulations corresponding to microcells in downtown Austin, Texas (Sections 5.3.1-5.3.3). The architecture of these urban microcells along with issues related to mobile user handoff between microcells will also be considered in this chapter in Sections 5.3.2 and 5.3.4.
5.2 – APPROACH

Past studies of SDMA system planning rely on statistical channel characterizations that do not directly consider the mobile environment or mutual coupling effects [48,50-59]. The focus of these studies is geared more towards high-level simulation of system capacity, outage probabilities, and bit-error rate. Only the study by Dam [60] considers a realistic channel through site-specific field measurements using antenna array hardware. The system measured by Dam was not fully adaptive, relying instead on a combination of fixed and switched beams. Thus, the focus of this dissertation research is to consider the intermediate topics between existing work in low-level channel simulation and high-level capacity studies.

The electromagnetic ray tracing research topic discussed previously is an ideal tool for studying SDMA planning issues. ERT has predominantly been used in the past for system planning studies [28, 30, 49]. Thus it is a natural extension of work of this kind to apply these tools to the study of SDMA systems. For this reason, two Virtual Reality Markup Language (VRML) visualization tools have been developed on top of the underlying hybrid MoM-ERT system for the explicit purpose of system planning. The first of these tools displays the geometric ray tracing solutions for a mobile user moving through a particular environment. This helps to provide some intuition for the time varying nature of the vector channel as a mobile user travels. A screenshot of this program using data from downtown Austin simulations is illustrated below in Figure 5.1.
The second related VRML tool displays the power received at each point in an ERT model due to a base station at a particular location. This power display is dynamic; the effect of changing the beamforming weights applied to the antenna array elements is displayed.

These tools along with others, are used to study SDMA planning issues. Whereas past studies of ray tracing applied to system planning focused on received power alone, more is required to study SDMA systems. For example, issues like direction of arrival and spatial signature statistics are examined in urban microcell environments. This has implications for the downlink beamforming algorithms and continuing studies in uplink spatial signature prediction discussed in Chapter 4. Downlink beamforming algorithms, in general, are very difficult to study in realistic environments. Thus, the ability to simulate their performance in urban environments and display the results in an intuitive form is of great value.
More fundamental questions also need to be studied using this suite of 
tools. Specifically, the issue of using the antenna array to produce fixed 
beams, adaptive beams, or a hybrid strategy needs to be addressed. As an example of a 
hybrid scheme, consider a situation in which the antenna array maintains a fixed 
beam in a particular direction to serve a large number of users traveling along a 
main highway. This array could also have adaptive beams in other directions to 
serve a small volume of users in the less traveled area around the cell.

Handoff issues also need to be considered between base stations making 
use of SDMA. Another related question is the idea of fixed versus variable cell 
shape. The difference between these two schemes is illustrated below in Figure 5.2. Many of these studies require traffic and site specific data to be taken into 
account. The figure shows a fixed cell architecture, in which base stations cover a 
particular mobile user if they are in a certain geographic area and the borders 
between regions is determined by the amount of power transmitted by each base 
station. A variable cell shape is also illustrated in Figure 5.2, which shows how 
directional transmission can be used by base stations in surrounding cells to serve 
users who would otherwise be in the geographic region corresponding to another 
base station. This could potentially allow the load encountered by overloaded 
cells to be reduced through coordination with surrounding cells.
5.2.1 – Microcell Scenarios

There were five microcells that were tested in this study corresponding to different geographic regions in downtown Austin, Texas. Each microcell covers a 4 x 4 square block area of the city. The base station antenna array was a uniform circular array with half-wave dipole elements operating at 1.8 GHz. The base station antenna array was located 20 meters off of the ground at the center of each microcell. At this height, the array was below the rooftops of many of the buildings. However, the buildings in this particular model was not as tall as the simulations / measurements described in [49,61] corresponding to Manhattan. These five microcells will be referred to as “Northeast”, “Northwest”, “Southeast”, “Southwest”, and “Center”, which describes the portion of downtown Austin that each microcell covers. Each microcell had a diameter of approximately 500 meters. The Austin simulations described in Chapter 4 correspond to the Center microcell. Field measurements, described in [62], were also performed in this microcell.
Simulations were performed on a grid overlaid on the city streets of each microcell. The density of grid was chosen to allow simulations to be performed approximately every 5 square meters. Each of these possible mobile user positions was simulated 1.5 meters off of the ground surface. The material properties match those described in Chapter 4.

5.3 – Results

Section 5.3.1 expands upon the results for power-delay and power-angle profiles given in Chapter 4. Specifically, in this section, statistical characterizations are made in the various urban microcells to aid in system planning. Power distribution plots over the microcells is the topic of Section 5.3.2. In this section, the benefit of using smart antenna techniques will be quantified. In addition, power distributions during a handoff scenario will be considered. Section 5.3.3 studies spatial signature RAC, introduced in Chapter 4, at a large scale over the microcell. Section 5.3.4 considers the application of the downlink beamforming techniques introduced in Chapter 2 to mobile users in the microcell. Finally, Section 5.3.5, applies the MoM characterization techniques of Chapter 3 to study the effect of the base station tower on the overall array radiation pattern.

5.3.1 – Power-Delay and Power-Angle Statistics

In Chapter 4, power-delay and power-angle profiles were considered for individual trajectories of mobile users in generic urban scenarios. These profiles showed a tendency for rays to have delays on the order of 0.5 \( \mu \text{s} \) after the arrival
of the dominant multipath component. This value is consistent with delays incurred by radiation traveling on the order of 100-200 meters.

Figure 5.3 shows a histogram of the ray delays for a representative urban microcell in downtown Austin. To develop these plots, power-delay profiles, similar to the ones shown in Section 4.4.1 are generated for each mobile position on the grid of positions simulated in the urban microcell. All rays that were more than 40 dB below the dominant signal component were discarded [61] and the resulting ray delays were collected on the histogram over all positions. By considering ray delay data relative to the time of arrival of the dominant signal path, the effect of mobile user position in the microcell is removed.

Figure 5.3 – Histogram of Ray Delay Relative to Dominant Signal Path Component at All User Positions in the Central Microcell
As Figure 5.3 shows, nearly all of the received rays have delays that are less than 0.8 µs. Knowledge of these parameters is crucial for system design since it specifies the level of inter-symbol and inter-chip interference that will be present in a system. For example, the chip rate in an IS-95 system is 1.22 Mchips/second, which corresponds to a chip duration of 0.8 µs. The delays simulated in this microcell of downtown Austin, are smaller than similar values for downtown Manhattan reported in [61]. However, as the author of [61] reported, these larger delays can be attributed to the particularly tall buildings in that mobile environment.

Figure 5.4 – Ray Delay Overview Plot in Central Microcell (in µs)
Figure 5.4 addresses the issue of how the varying delays are distributed in the microcell. Specifically, this plot shows the maximum ray delay at each mobile user position. As mentioned in Section 5.2.1, the base station in the microcell is at the center of the grid of buildings. The delays tend to be in the 0.6 μs to the 0.8 μs range in the LOS and nearly-LOS areas corresponding to the left side of the cell. The higher delays around 1.5 μs tend to be in the areas surrounded by the larger buildings in the cells.

More interesting results, from an array signal processing perspective, can be found by considering the distribution of ray angles received in the urban microcell simulations. Similar to the ray delay distribution simulations, rays were discarded which were 40 dB down from the dominant signal component. The distributions of angles were considered in two different contexts. In the first, the distribution of angle was measured relative to the dominant signal path component. A representative figure illustrating this type of angle distribution is shown for the Southwest microcell in Figure 5.5.

Figure 5.5 shows that multipath signal components in this microcell are often centered about the dominant signal component. This is a significant observation in that it has implications for antenna array design. Specifically, it implies that when dominant signal energy is received in a particular direction, it is not as important to search far from this angle when looking for resolvable multipath signal components. It also implies that the resolution of DOA algorithms used in direction finding applications needs to be high enough to resolve multipath signal components that do not have much angular separation.
Further, even if super-resolution DOA algorithms (e.g. MUSIC) can resolve these multipath components, DOA-based downlink beamforming algorithms may not necessarily be able to synthesize radiation patterns with directional peaks that are so close given a particular array geometry.

![Histogram of Ray Angles Relative to Dominant Signal Component in the Southwest Microcell](image)

**Figure 5.5 – Histogram of Ray Angles Relative to Dominant Signal Component in the Southwest Microcell**

The second angular distribution that was considered in this chapter is the distribution of absolute ray angles. These angles are measured relative to the coordinate system of the array, rather than with respect to any particular signal component. Figure 5.6 shows the representative histogram of this type corresponding to the Southwest and Central microcells.
Figure 5.6 – Histogram of Ray Angles Relative to Array Coordinate System in the (A) Southwest Microcell and (B) Central Microcells
The plots in Figure 5.6 show a banded structure in the DOAs of signal components incident to the array. Figure 5.6B, in particular, is consistent with the urban-canyon phenomena discussed in Chapter 4. Combined with the results of Figure 5.5, further comments can be made regarding the necessary capabilities of future SDMA base stations. The banding structure limiting incident signal energy to certain corridors of incidence to the array, shown in Figure 5.6, motivates the use of smaller subarrays each covering certain angular sectors. The tight distribution of DOAs around the dominant signal component shown in Figure 5.5 further implies that each of these subarrays may not often need to interact with other subarrays.

5.3.2 – Cell Architecture

The geographic region over which the received power exceeds a given threshold determines the exact shape of the microcell covered by a particular base station. This threshold power is chosen to allow for minimum system SNR and SIR requirements. In a microcell where antenna arrays are introduced, but no smart antenna algorithms are implemented, the simplest solution would be to have each element uniformly excited to create an omni-directional radiation pattern. A more sophisticated solution would be to introduce smart antenna algorithms for downlink beamforming when transmitting to different portions of the cell. Table 5.1 summarizes the average power received at all simulated points in the microcells by using the simple uniform excitation as well as more complex DOA-based and SS-based downlink beamforming techniques (DomDOA and SS method respectively from Chapter 2):
Table 5.1 – Summary of Microcell Power Statistics

As the table shows, use of both DOA-based and SS-based downlink beamforming provides a significant improvement over a simple uniform array excitation. Specifically, the DomDOA method provides approximately 4 dB over uniform excitation and the SS method provides about 7.5 dB over uniform excitation. This increased performance comes at the expense of increased smart array processing since DOA / SS estimation at each mobile user location would be required.

Figure 5.7 shows the power distribution in the Southwest microcell when using the SS method for beamforming. As expected, the power is higher in the sections of the model LOS with the antenna array. In even the closer NonLOS sidestreets, the power level is relatively low. The shape of the cell is generally diamond-shaped about the base station array, with main axes determined by the LOS streets in the cell. This is consistent with measurements and simulations discussed in [49,63] for urban microcells making uses of conventional antenna base stations.
The shape of the power contours obtained with the SS method is similar to the power contours of the DomDOA and uniform excitation methods. However, the power levels are uniformly higher for the SS method over the DomDOA method. Similarly, the DomDOA method has higher power levels than the uniform excitation method.

Figure 5.7 – Southwest Microcell Shape using SS Downlink Beamforming Method

The benefit of using a smart antenna array follows from the increase in power through use of SS and DOA based beamforming. By paying for the increased processing needed by these methods, the contours defining constant levels of power will be pushed away from the center cell. This increase makes the
geographic region covered by the cell larger and reduces the number of cells necessary in a particular environment.

This increase in signal power through use of can also be used to aid in handoff scenarios by allowing for variable cell shape. Variable cell shape, illustrated in Figure 5.2, allows one base station to service a mobile user who would otherwise be in the geographic region covered by another cell. To illustrate this, consider a handoff scenario between one microcell and another. Under normal circumstances, corresponding to the situation when both base stations are uniformly excited, handoff will occur at a given geographic location between the two cells. However, if one of these base stations uses DOA or SS-based downlink beamforming to specifically target a mobile user, by the results of Table 5.1, this will boost the signal received by that base station by anywhere between 4 and 8 dB. This has the effect of extending the geographic area covered by a particular base station. Determining when to use these downlink beamforming techniques to increase signal power and change cell shape can then be made a function of the relative load of the microcells in question and the different configurations of mobile users in the cells.

5.3.3 – Large Scale Spatial Signature Variation

Chapter 4 showed spatial signature variation during trajectories of length on the order of wavelengths of mobile users displacement. These scenarios gave insight into the validity of the spatial signature model. They also illustrated how inaccurate spatial signature knowledge could lead to losses in downlink beamforming performance. In this section, we consider spatial signature variation
over regions corresponding to entire urban microcells. These simulations give insight into the uniqueness of the superposition of steering vectors that make up the spatial signature (discussed in Chapter 2). Since spatial signature RAC variation can be translated to particular multipath fading environments (as done in Chapter 4), knowledge of the distribution of RAC can yield information about the microcell vector channel.

Figure 5.8 shows the overall histogram of spatial signature RAC in the Southwest microcell. The graph was generated by considering the RAC between all pairs of points on the grid of simulated positions. The graph shows that in three-quarters of the cases, the spatial signature RAC is 80% or more. Referring the definition of spatial signature RAC in Chapter 2, along with the discussion in [23], this implies that spatial signatures are not very correlated with one another in this environment. This characterizes the environment as being predominantly NonLOS and motivates the need to update spatial signatures often as users move through the microcell. It also motivates the use of the spatial signature prediction algorithm considered in Chapter 4.
Another component to large-scale spatial signature RAC study is the effect of position in the cell on spatial signature RAC. This is illustrated in Figure 5.9 for the Southwest microcell. The two subplots show the contours of spatial signature RAC over the entire microcell relative to the spatial signature in an LOS intersection of the model (Figure 5.9A) and a NonLOS intersection (Figure 5.9B).
Figure 5.9 – Spatial Signature RAC Distribution in Southwest Microcell for (A) LOS Position and (B) NonLOS Position
Figure 5.9 shows that there is a definite relationship between spatial signature RAC and proximity in the microcell. In Figure 5.9A, while the RAC approaches 80-90% over much of the microcell, there is a region around the LOS reference point at which the RAC remains low around 15%. As positions are considered further from this point up and down the street corresponding to a LOS region as well as the NonLOS cross street (LOS and NonLOS relative to the base station), the RAC steadily increases. This increase is greater on the NonLOS cross street than it is in the LOS area. The intuition behind this behavior is that the dominant multipath signal component for these locations remains relatively constant in this region. This makes this situation analogous to the “LOS + Dominant Multipath” situation considered in Section 4.4.2.

Figure 5.9B shows the same results for a NonLOS reference point. This point is behind a large building blocked from the base station. The shape of the RAC contours in Figure 5.9B show that the multipath environment at the reference point is similar to that of the LOS intersection one block to the west. This implies that the signal components are likely traveling down this intersection to reach the NonLOS reference point. The contours show that there is relatively low RAC in this intersection, which means that the spatial signatures at the reference point and in this intersection share a subset of steering vectors. These common steering vectors correspond to common multipath components when users at both locations transmit to the base station array.
5.3.4 – Array Omni-Directional Pattern Synthesis

Antenna arrays deployed in next-generation base stations may not necessarily be mounted at the top of the cellular tower. This side-mounting is not governed by technical issues, but rather through mechanical or zoning constraints. This was the case in the deployment of antenna arrays in wireless local loop base stations described by Xu [64]. In this situation, the tower blocks the omni-directional control signals transmitted by the array, resulting in service degradation to users in particular angular sectors.

Figure 5.10 – Antenna Array and Tower Material Positions
In Chapter 3, MoM simulation was used to compensate for the electromagnetic interaction between antenna array elements. This technique can be extended to compensate for local scattering occurring near the array. Figure 5.10 illustrates an extreme case of this kind of local scattering. The figure shows a cross-section from above of antenna array element and tower material positions. The tower is modeled as a series of wires making up a triangular prism. The wires and the prism are aligned with to be in the same direction as the orientation of the array elements. The array elements are each half-wave dipoles transmitting at 1.8 GHz in an array that is 9 cm in diameter. Wires that are several wavelengths long represent the tower.

Even though the previous sections have shown applications where it is desirable to have the array transmit directionally, in this section, we consider omni-directional transmission of control signals covering the entire cell area. The tower has the effect of severely attenuating the signals sent towards it, creating the overall array radiation pattern shown in Figure 5.11. This pattern is the result of a uniform excitation to the array elements. The two nulls at 160° and 200° will cause users in these angular sectors to not be served as well as users in other sectors.
Non-linear optimization was used to determine the array excitation needed to synthesize a better omni-directional radiation pattern. Given the radiation patterns of the \( i^{th} \) array element, \( \mathbf{E}_i(\theta) \), generated using NEC simulations described in Chapter 3, the problem is to find the weight vector, \( \mathbf{w} \), such that the objective function in equation (5.1) is minimized. \( \mathbf{E}_i(\theta) \), is a vector containing the 360 (\( \theta=1,\ldots,360 \)) E-field values characterizing the transmission pattern of the \( i^{th} \) array element. The \( i^{th} \) element (\( i=1,\ldots,M \)) of the weight vector represents the
complex value used to scale the $i^{th}$ array element pattern. These individual

\[ w^* = \arg \min_w \frac{\text{std} \left[ \sum_{i=1}^{M} w_i \bar{E}_i(\theta) \right]}{\text{mean} \left[ \sum_{i=1}^{M} w_i \bar{E}_i(\theta) \right]} \]  

(6.1)

Figure 5.12 – Omni-Directional Array Radiation Pattern in Presence of Blocking Tower

This multivariate optimization problem was solved using the Fletcher-Powell optimization technique [65]. The resulting optimized radiation pattern is shown along with the non-optimized pattern in Figure 5.12. The nulls are still present in the radiation pattern, but the distance from peak-to-null has been
greatly reduced. Thus, the goal of serving users in all sectors of the base station coverage area is fulfilled. However, as the figure shows, this comes at the cost of reducing the strength of the field in directions where there had previously been ample gain.

With this technique we can further consider the cell-architecture issue from Section 5.3.2. In 5.3.2, the microcell power contours with uniform excitation, DOA, and SS beamforming, were found to be diamond-shaped with main axes determined by the LOS streets. We can apply the pattern synthesis algorithm to the fields in a rectangular path around the base station array instead of the individual element radiation patterns. This rectangular path goes down the center of the streets determining the boundary of a 2 x 2 city block area centered about the microcell base station. The new optimization problem is given in equation (5.2) and Figure 5.13 shows the resulting power distribution over the microcell with the optimized weights.

\[
\mathbf{\hat{w}} = \text{arg min}_{\mathbf{w}} \left( \frac{\text{std}_{\text{Path}} \left[ \sum_{i=1}^{M} w_i \mathbf{\bar{E}}(\text{Path}) \right]}{\text{mean}_{\text{Path}} \left[ \sum_{i=1}^{M} w_i \mathbf{\bar{E}}(\text{Path}) \right]} \right)
\]

(5.2)

The figure shows that the optimized weights reduce the power levels received in each of the LOS intersections of the microcell to a level closer to that of local NonLOS portions of the corresponding streets. This changes the effective cell shape from a diamond to a shape that more closely resembles square. However, this flexibility in cell shape comes at the loss in average power of the entire microcell area of 4 dB. There is a definite limit on the capability of the
array to drastically change the power distribution over large areas introduced due
to the fact that array elements are so close together (i.e. less than half a
wavelength). However, this is required for other components of smart antenna
system operation.

Figure 5.13 – Southwest Microcell Shape with Optimized Beamforming Weights

5.4 – SUMMARY

The focus of this chapter was on vector channel propagation
characteristics in urban microcells. The first set of results showed power-delay
and power-angle statistics over the group of simulated microcells. The statistics
associated with power-delay are significant because they characterize the amount
of inter-symbol and inter-chip interference that will be present in the system. A
delay-over diagram was also generated which characterizes the level of delay that
will be encountered in different portions of the microcell. Power-angle statistics were significant because of the implications for array geometry design, DOA analysis, and downlink beamforming. Specifically, the results of this study showed a tendency for signal energy to be received along certain corridors relative to the base station. Furthermore angle statistics also showed multipath signal components to be centered about the dominant signal component. This motivates the use of sub-arrays in the microcell that are each responsible for particular sectors.

Power distribution plots were used to characterize urban microcell shape. This shape and received power statistics were further considered in the presence of DOA-based and SS-based downlink beamforming. DOA-based techniques provided a 4 dB improvement in average received power over uniform element excitation and SS-based beamforming provided an 8 dB improved. These performance increases have the effect of increasing cell size, or equivalently, reducing the amount of power necessary at the base station to retain a given cell size.

Spatial signature relative angle change statistics were also considered over the urban microcell. These statistics helped characterize the overall multipath signal environment present in the cell. They also motivate the need to update spatial signature estimates often and/or use the spatial signature prediction technique described in Chapter 4. Insights into the structure of spatial signatures at different points in the microcell were also gained from the discussion in Chapter 4.
Finally, multivariate optimization techniques were applied to study omnidirectional pattern synthesis in urban microcells. This pattern synthesis was considered in two different situations. The first applies pattern synthesis to compensate for local tower scattering. This helps keep user service more uniform in all sectors of the microcell. The second applies the technique to modify cell shape. For a dense collection of urban microcells not necessarily laid out with technical issues in mind, the ability to variably adjust cell-shape has definite applications. These pattern synthesis studies were generally successful, but resulted in a loss of average power transmitted.
Chapter 6 - Conclusions

This dissertation demonstrates how electromagnetic modeling techniques can be applied to the holistic study of SDMA systems. A foundation for unifying low-level electromagnetic principles with propagation and system level concepts in communication system performance has been developed. Computational electromagnetics techniques, including electromagnetic ray tracing and the Method of Moments were used to investigate:

1. Mutual coupling characteristics
2. Radio frequency (RF) propagation statistics
3. SDMA urban microcell system planning issues

![Figure 6.1 – Research Topic Hierarchy](image)

This research considers SDMA systems at three different scales. At the lowest level, illustrated on the research hierarchy Figure 6.1, was the study of antenna array mutual coupling conducted in Chapter 3. The electromagnetics
community has long understood the physics governing antenna array mutual coupling. However, while the smart antenna community has recognized the existence of mutual coupling, there has been little work considering the quantitative effects of coupling over a wide range of communications topics. The contribution of this dissertation is the demonstration, through field measurements, of the benefits of antenna array moment-method mutual coupling compensation. Another novel aspect of this research is the demonstration of the implications of mutual coupling compensation at a higher level in communications system performance. Specifically, the role of mutual coupling in direction-finding and downlink beamforming was considered in this research. A significant contribution of this work has been the development of a hybrid ray-tracing / moment method simulation system for SDMA systems. This has allowed, for the first time, a large cross-section of SDMA-related issues to be studied that consider mutual coupling effects.

The hybrid ray-tracing / moment method simulation system was first applied to a study of vector channel propagation and prediction in Chapter 4, the middle level in Figure 6.1. Through this system, generic urban scenarios were simulated and the results compared with measurement studies made using a smart antenna testbed. The application of a simulation system to consider various facets of SDMA system performance through generic situations is a contribution of this research to the literature. These simulations allowed power-angle and power-delay profiles to be generated which allowed comments to be made on the theoretical spatial signature model of narrowband vector channel. This model
was further considered in a simulation study of spatial signature relative angle change. The performance of several downlink beamforming algorithms was also studied, verifying the results of measurement studies while also motivating the need to keep spatial signature estimates current. This led to a study of spatial signature forecasting. While this topic has been studied in the past, a novel method for prediction was presented in this research. This method, relying on a vector auto-regressive model of spatial signature dynamics, effectively satisfies the requirements in the literature for a long-range prediction method. It also takes into account real-time implementation issues through the use of a Kalman filter that recursively updates coefficient values without the need for large matrix inversions.

The study of mutual coupling considered effects at a very small scale corresponding to distances of under a wavelength. Vector channel propagation and prediction study worked at a larger scale by considering several wavelengths of mobile user displacement. At the highest level of Figure 6.1, is original research in SDMA system planning. This study, documented in Chapter 5, considers system performance at a very large scale, corresponding to hundreds of meters. Specifically, the hybrid ray-tracing / moment method system was applied to a novel study of SDMA microcells. These simulations determined cell architecture and quantified, for the first time, the impact on this architecture of downlink beamforming. Simulations were run to determine the distribution of multipath component delay and angle statistics. These statistics allowed comments to be made pertaining to the levels of inter-symbol and inter-chip
interference present in the system. They also allowed comments to be made on
the type of array geometries that will be needed to optimize future SDMA base
stations. Moment-method simulations along with multivariate optimization were
used to conduct new research into antenna array pattern synthesis that takes into
account cellular tower effects. This problem was identified through first-hand
deployment of smart antenna base stations and, to the author’s knowledge, has not
been addressed in the literature.

In summary, this dissertation has demonstrated how interdisciplinary
research can be applied to the holistic study of SDMA communications systems.
This study used computational electromagnetic simulations, consideration of
array signal processing algorithm performance, and field measurements using
prototype smart antenna hardware, to gain new insights in next-generation SDMA
systems.
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